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CHARACTERISTIC LEARNING FOR PROVABLE ONE STEP GENERATION

ZHAO DING'!, CHENGUANG DUAN", YULING JIAO!, RUOXUAN LI', JERRY ZHIJIAN YANG'*,
AND PINGWEN ZHANG!*?

AsstRACT. We propose the characteristic generator, a novel one-step generative model that
combines the efficiency of sampling in Generative Adversarial Networks (GANs) with the
stable performance of flow-based models. Our model is driven by characteristics, along
which the probability density transport can be described by ordinary differential equations
(ODEs). Specifically, we first estimate the underlying velocity field and use the Euler method
to solve the probability flow ODE, generating discrete approximations of the characteristics.
A deep neural network is then trained to fit these characteristics, creating a one-step map that
pushes a simple Gaussian distribution to the target distribution. In the theoretical aspect,
we provide a comprehensive analysis of the errors arising from velocity matching, Euler
discretization, and characteristic fitting to establish a non-asymptotic convergence rate in
the 2-Wasserstein distance under mild data assumptions. Crucially, we demonstrate that
under a standard manifold assumption, this convergence rate depends only on the intrinsic
dimension of data rather than the much larger ambient dimension, proving our model’s ability
tomitigate the curse of dimensionality. To our knowledge, this is the first rigorous convergence
analysis for a flow-based one-step generative model. Experiments on both synthetic and real-
world datasets demonstrate that the characteristic generator achieves high-quality and high-

resolution sample generation with the efficiency of just a single neural network evaluation.

1. INTRODUCTION

Generative models aim to learn and sample from an underlying target distribution, finding
applications in diverse fields such as image and video generation (Radford et al., 2016, Meng
etal.,, 2022, Ho et al., 2022), text-to-image generation (Ramesh et al., 2021, 2022, Kang et al.,
2023), and speech synthesis (Kong et al., 2021, Chen et al., 2021). One of the most influential
and widely-used approaches is GAN (Goodfellow et al., 2014) and its variants (Arjovsky
et al.,, 2017). GANSs offer the advantage of high sampling efficiency, as generating new
samples merely entails a single evaluation of the trained generator. Despite the remarkable
success in practical applications (Reed et al., 2016) and theoretical guarantee (Liang, 2021,
Liu et al., 2021, Huang et al., 2022, Zhou et al., 2023), GANSs have intrinsic limitations in
terms of their stability (Salimans et al., 2016).
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In recent years, diffusion models (Ho et al., 2020, Song et al., 2021b,c, Karras et al., 2022)
and flow-based models (Liu et al., 2022, Lipman et al., 2023) have emerged as powerful
generative models. These models have also laid the foundation for the development of
generative Al models, such as DALL-E (Ramesh et al.,, 2021, 2022), Midjourney, Stable
Diffusion (Esser et al., 2024), and Sora (Brooks et al., 2024). Theoretical analysis for these
methods has been studied by Oko et al. (2023), Lee et al. (2022, 2023), Chen et al. (2023d,c),
Benton et al. (2024a,b), Gao and Zhu (2024), Wu et al. (2024). Although diffusion or flow-
based models outperform GANs in generation quality across various tasks (Dhariwal and
Nichol, 2021), they require hundreds or even thousands of sequential steps involving large
neural network evaluations for sampling. As a consequence, their sampling speed is much
slower compared to one-step GANs.

The instability of GANs and the inefficiency of sampling in diffusion or flow-based models
have emerged as significant bottlenecks in practical applications of generative models. This
raises two crucial questions:

How can we develop a one-step generative model that combines the efficient sampling
of GANs with the stable performance of diffusion or flow-based models? How can we
establish a rigorous error analysis for this generative model?

Several recent papers have made progress in addressing the first question using vari-
ous techniques such as distillation (Luhman and Luhman, 2021, Salimans and Ho, 2022,
Song et al., 2023, Zhou et al., 2024), operator learning (Zheng et al., 2023a), or trajectory
models (Kim et al., 2024, Ren et al., 2024). For a more detailed discussion, please refer to
Section 5.1. Despite these recent advancements, a unifying mathematical framework for
designing and analyzing the one-step generative models remains largely limited (Li et al.,
2024b). This paper aims to fill this gap and provide an answer to the aforementioned ques-
tions. Specifically, we introduce a comprehensive framework, known as the characteristic
generator, aiming to streamline the sampling process using a single evaluation of the neural
network. Our model merges the sampling efficiency of GANs with the promising perfor-
mance of flow-based models. Furthermore, we present a rigorous error analysis for the
characteristic generator. Through numerical experiments, we validate that our approach
generates high-quality samples that is comparable to those generated through flow-based
models, all while requiring just a single evaluation of the neural network.

1.1. Contributions. Our contributions are summarized as follows:

(i) We introduce the “characteristic generator,” a one-step generative model that forms
the basis of a unified mathematical framework for recent flow-based distillation
methods. Our approach involves modeling the probability density transport equa-
tion with stochastic interpolants, which yields a probability flow ODE. By learning
to approximate the characteristic curves of this ODE, the generator can directly

transform a prior distribution to the target distribution without iterative simulation.



CHARACTERISTIC LEARNING FOR PROVABLE ONE STEP GENERATION 3

(ii) We provide a rigorous error analysis for the characteristic generator. Specifically,
we derive a convergence rate (’)(n_ﬁ) for velocity matching (Theorem 3.10). Ad-
ditionally, we propose an error bound for the 2-Wasserstein distance between the
distribution of data generated by the Euler method and the target distribution (The-
orem 3.12), which is of independent interest. Lastly, we present a non-asymptotic
convergence rate for the characteristic generator in the 2-Wasserstein distance (The-
orem 3.14). These findings also provide valuable theoretical understanding for dis-
tillation (Salimans and Ho, 2022, Song et al., 2023), operator learning (Zheng et al.,
2023a), or trajectory model (Kim et al., 2024, Ren et al., 2024).

(iii) We prove that the characteristic generator mitigates the curse of dimensionality
(Corollaries 3.19 and 3.20) under a standard manifold assumption. We show the
convergence rate depends on the data’s low intrinsic dimension rather than the high
ambient dimension. To our knowledge, this is the first end-to-end analysis that
formally explains the strong performance of flow-based one-step generative models
on high-dimensional data.

(iv) We conduct extensive experiments on synthetic and real-world data (CIFAR-10,
CelebA-HQ), demonstrating that the characteristic generator produces high-quality
samples in a single network evaluation. Our model significantly outperforms prior
non-adversarial one-step models (Salimans and Ho, 2022, Song et al., 2023, Kim et al.,
2024) on CIFAR-10. Furthermore, it achieves performance competitive with state-of-
the-art methods (Kim et al., 2024, CTM) in just a few iterations, without requiring
additional adversarial training. The successful application to high-resolution image
generation (256 x 256 and 512 x 512) further validates the scalability of our approach.

1.2. Main Results. Let ;19 € P,.(R%) be a known prior distribution, and let p; € P (RY)
be the target distribution with an unknown density function p;(z). Suppose one has access
to finite data samples from ;. In generative learning, we aim to learn a push-forward map
G* : R% — RY that transports the prior distribution 1y onto the target distribution y;. This
relationship is defined by the normalizing equation (Rozen et al., 2021):

(1.1) Gy o = .

Formally, the goal of the generative learning is to find an estimator G of the push-forward
operator G* based on finite samples drawn from ;.

Remark 1.1 (Regularity of the push-forward map). The learnability of the push-forward
map G* requires its regularity. Without crucial properties like boundedness and Lipschitz
continuity, the map can be ill-behaved, making it practically impossible for function approx-
imators like neural networks to learn. In this work, we define G* via a probability flow
ODE (1.2), and establish the necessary regularity conditions in Section 3.2.

In this work, we construct the desired push-forward operator via a probability flow ODE:

(1.2) dz(t) = 0*(t,z(t))dt, z(0) = xo ~ po,
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where the velocity field b* is given as (2.3), and z(t) is knwon as the characteristic curve of the
transport equation (2.2). Denote by i, the distribution of z(t) for each t € (0, 1), and define
the flow g; ; as g7 ;(z(t)) = z(s) for each 0 < ¢ < s < 1, which transports particles along
the characteristic curves. It is apparent that (g; ;)spt = p1s. Then our target push-forward
map is defined as G* := gj,. Let b be the estimated velocity field obtained by velocity
matching (2.8), and let Eg, x be the numerical approximation to the ODE solution by Euler
method (2.9). Denote by g+ be an estimation of g; ; defined as (2.11), which is referred to
the characteristic generator.

Our theoretical results are established under the following assumptions on the prior and
target distributions, which will be discussed in Section 3.1.

Assumption 1 (Prior distribution). The prior distribution yo = N(0, I).
Assumption 2 (Target distribution). There exists an unknown constant o > 0, such that

pae) = N0, 02 10) 5 v i= [ @a(5) dula),

where ¢, represents the density of the d-dimensional standard Gaussian distribution, and
dv(z) = p(x) dz with supp(v) C [0, 1]4.

z—a

(o)

Assumption 2 requires the target distribution to be a Gaussian convolution. In other
words, for each random variable X ~ p4, there exist two independent random variables
Z € [0,1] and W ~ N(0, 1), such that X 4 7 4+ oW. This assumption is essential as it
ensures desirable properties of the probability flow ODE, such as bounded moments and
the Lipschitz property of the velocity field. Further details can be found in Sections 3.1
and 3.2. It is noteworthy that this assumption can be considered relatively mild, given that
the smoothed distribution 4 is an approximation of the original distribution v, particularly
when the variance o2 of the Gaussian distribution is small. In addition, it encompasses
non-log-concave distributions, such as Gaussian mixtures (Grenioux et al., 2024, Appendix
C). Similar assumptions have been considered by Saremi et al. (2024), Grenioux et al. (2024),
Beyler and Bach (2025); however, Beyler and Bach (2025) requires prior knowledge of the
variance o2.

Our first main result gives an error bound for the velocity matching.

Theorem 1.2 (Informal version of Theorem 3.10). Suppose that Assumptions 1 and 2 hold. Let
8 be a set of n samples independently and identically drawn from the target distribution 11,. Suppose
the depth and width of the velocity neural network are set properly. Then it follows that

1 /T . ~ _2
FEs [T /0 Exoeape [V (£ X0) = B(t, X)|I3] dt| < O™ 55 log?m,
where Cr is a constant depending on d, o and T
We then present the 2-Wasserstein bound for generated data by Euler method.

Theorem 1.3 (Informal version of Corollary 3.13). Suppose that Assumptions 1 and 2 hold. Let
8 be a set of n samples independently and identically drawn from the target distribution 11,. Suppose
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the depth and width of the velocity neural network are set properly. Let K be the number of time steps
of Euler method. Then the following inequality holds

logn
K2

where C%. and C3 are two constants depending on d, o and T. Further, as the stopping time T — 1,

Eg [W22 ((EE)—,K)MLO,NI)} < C%{n_ﬁ log®n +

} + C%W22 (NOa Ml)?

the constant C% tends to infinity polynomially while C% decreases to zero polynomially.
The averaged 2-Wasserstein bound for characteristic generator is stated as follows.

Theorem 1.4 (Informal version of Theorem 3.14). Suppose that Assumptions 1 and 2 hold. Let
8 be a set of n samples independently and identically drawn from the target distribution p;, and let
Z, be the set of numerical solutions by Euler method with a sufficiently large number. Suppose the
depth and width of the velocity neural network and the characteristic neural network are set properly,
respectively. Let m be the number of time steps of Euler method, and m be the number of samples for
characteristic fitting. Then the following inequality holds

]ESIEZ[% /OT /tT W;((ﬁt,s)ﬁﬂt,ﬂs) dsdt}

1 1
< C%{nfd%ﬁ log?n + %} + C’{mW%4 log? m + Of(m},

where Ck is a constant depending on d, o and T, and C'is a constant depending on d and o. Further,

as the stopping time T — 1, the constant C}. tends to infinity.

As a consequence of Theorem 3.14, we propose in Table 1 the convergence rate of charac-
teristic generators induced by two special probability flow ODEs.

TasLe 1. Convergence rates of characteristic generator.

Probability flow ODE Assumption Convergence rate
Linear interpolants ~ Assumptions 1 and 2 O(n ) ) Corollary 3.16
Follmer flow Assumptions 1 and 2 O(n~ ST ) Corollary 3.17

The convergence rates in Table 1 suffer from the curse of dimensionality. However, in
many practical applications, high-dimensional data — such as images or text documents —
often lie close to a low-dimensional manifold embedded in the high-dimensional ambient
space (Goodfellow et al., 2016, Bortoli, 2022, Jiao et al., 2023a, Oko et al., 2023). This
observation motivates a refined assumption that captures the intrinsic low-dimensional
structure of real-world data. We formalize this idea with the following assumption.

Assumption 3. There exists an unknown constant o > 0 and d* < d, such that
p = N(0,0%14) = (Py),

where P € R%*?" is a matrix whose column vectors are orthonormal in R¢, and 7 is a
distribution with supp(#) C [0, 1]¢".
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We note that the distribution 7 in Assumption 3 is supported on a subset of a d*-
dimensional hypercube. Consequently, its push-forward v := P, lies on a d*-dimensional
manifold embedded in the ambient space RY. Although Gaussian convolution spreads
v throughout the full ambient space, the resulting distribution 1; remains concentrated
around the manifold, its density decaying exponentially with the distance from it. This
manifold assumption is crucial, as it allows us to show that the convergence rate depends
only on the intrinsic dimension d* rather than the ambient dimension d, thereby effectively
mitigating the curse of dimensionality. The convergence rates of characteristic generators

under manifold assumption are summarized in Table 2.

TasLE 2. Convergence rates of characteristic generator under manifold assumption.

Probability flow ODE Assumption Convergence rate

Linear interpolants Assumptions 1 and 3 O(n S ) Corollary 3.19
Follmer flow Assumptions 1 and 3 O(n ) ) Corollary 3.20

Experiment results and discussions can be found in Section 4. Our code is online available
athttps://github.com/burning489/CharacteristicGenrator.

1.3. Preliminaries and Notations.

1.3.1. Wasserstein Distance. Let Pac(]Rd) be the space of probability measures on R¢, which
are absolutely continuous with respect to Lebesgue measure. Suppose jig, 1 € Pac(R9)
with duo(z) = po(z)dz and dupi(x) = pi(x) de. The 2-Wasserstein distance (Villani, 2009,
Definition 6.1) between jio and p; is defined by the formula

(1.3) Wa(po, ju) = inf {IEY2[|| Xo — X1 3] : law(Xo) = po, law(X1) = pur }.

The 2-Wasserstein distance satisfies the symmetry axiom and the triangle inequality. Further,
the distance Wa(p0, 111) is equal to zero if and only if g = 1.

1.3.2. Deep Neural Networks. A neural network f : RNo — RNz+1 is a function defined by

f(x) =Tr(e(TL-1(---o(To(x)) -~ -))),

where the activation function o is applied component-wisely and 7(z) := Ayz + b, is an
affine transformation with 4, € RVe+1*Ne and b, € RN for ¢ = 0,..., L. In this paper, we
consider the case where Ny = d. The number L is called the depth of neural networks.
Additionally, S := % (/| A¢llo + l|bello) represents the total number of non-zero weights
within the neural network.

We denote by N (L, S) the set of neural networks with depth at most L and the number

of non-zero weights at most .S.
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1.3.3. Notations. The set of positive integers is denoted by N = {1,2,...}. We also denote
Ny = {0} U, for convenience. For a vector z = (x1,...,74) € RY, we define its /,-
norms as [|z|[b = Y4 |aifP for 1 < p < oo, with ||2]|ec = maxj<j<q |zi|]. Denote by (-,-)
the inner product between vectors, that is, (z,y) = Zgzl Tryr, where y = (y1,...,Yq)-
For a matrix A € R™*", the operator norm induced by the ¢, vector norm is defined as
[Allop = supjg|,=1 [[Az(|2. Additionally, denote by By the /o ball in R¢ with radius R, that
is, B¥ = {z € R?: ||z||oc < R}. For a matrix M, we say M > 0 if and only if it is positive
definite. Let A and B be two matrices, denote A > B if and only if (A — B) = 0. For a
function u(t) of time ¢, the time derivative is denoted by u or d;u. Further, let it denote the
second-order time derivative. Additionally, we use V and V- to denote the spatial gradient
and divergence operators, respectively.

1.4. Organization. The remainder of this article is organized as follows. Section 2 intro-
duces the characteristic-driven generative learning method. A thorough analysis for this
method is provided in Section 3. Section 4 presents numerical studies and discussions. Sec-
tion 5 discusses related work and provides additional insights. Finally, Section 6 presents
the conclusion and discusses future work. The theoretical proofs and experimental details
are provided in the supplementary materials.

2. CHARACTERISTIC GENERATIVE LEARNING

Dating back to Moser (1965), Dacorogna and Moser (1990), researchers proposed a contin-
uous dynamic-induced approach for solving the normalizing equation (1.1). In the field of
deep generative learning, flow-based models utilize ODE-dynamics to construct probability
flows, effectively pushing the prior distribution towards the target distribution. This family
of generative models is represented by continuous normalizing flows (CNF) (Chen et al,,
2018, Grathwohl et al., 2019) and their variants (Gao et al., 2019, Rozen et al., 2021, Gao et al.,
2022, Lipman et al., 2023, Neklyudov et al., 2023, Albergo and Vanden-Eijnden, 2023). The
major challenges faced by flow-based models revolve around two key questions:

Q1. During the training phase, how can we estimate the velocity field of the probability
flow ODE?
Q2. During the sampling phase, how can we solve the probability flow ODE efficiently?

The goal of this section is to propose the characteristic learning that has potential to ad-
dress the aforementioned questions. In Section 2.1, we derive a probability flow ODE based
on the concept of stochastic interpolants and the method of characteristics. Subsequently, in
Section 2.2, we propose a velocity matching approach using least-squares regression, which
provides an efficient solution to Q1. To tackle Q2, we first solve the probability flow ODE
numerically in Section 2.3. Then Section 2.4 introduces a regression problem to fit charac-
teristics using the obtained numerical solutions. This leads to an efficient simulation-free
sampling method for flow-based generative models. Additionally, the characteristic fitting
is improved by incorporating a semi-group penalty strategy. Finally, we summarizes the

training and sampling algorithms in Section 2.4.
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2.1. Characteristics and Probability Flow ODE. In this work, we follow the framework of
stochastic interpolant (Albergo and Vanden-Eijnden, 2023, Albergo et al., 2023b,a). Let Xy
and X; be two independent random variables drawn from o and p;, respectively. The
spatially linear stochastic interpolant X; is the stochastic process defined as

(21) Xy = a(t)XO + B(t)Xla te (07 1)7
where «(t) and [(t) are two scalar-valued functions satisfying the following condition.

Condition 1. The coefficient functions a(t), 3(t) € C([0, 1]) satisty
() a(0) = B(1) = 1 and a(1) = 4(0) =0,
(i) o2(t) + B%(t) > 0 foreach t € [0, 1],
(iii) «(t) and —f(t) are monotonically decreasing, and
(i) a(t),a(t) € C(10,1)), a(H)a(t) € C([0,1]) and B(1), A1) € C([0, 1))

In this paper, we focus on two examples shown in Table 3: linear interpolants and Follmer
flow. Both of them are widely used in generative learning, such as Nichol and Dhariwal
(2021), Liu et al. (2022), Albergo and Vanden-Eijnden (2023), Albergo et al. (2023a), Lipman
et al. (2023), Chang et al. (2024).

TaBLE 3. Two examples of spatially linear interpolant.

alt)  B()
Linear interpolants (Liu et al., 2022, Lipman et al., 2023) 1 —¢ t
Follmer flow (Chang et al., 2024, Jiao et al., 2024) vV1—t2 ot

Denote by 1 the distribution of the process X; for each ¢ € (0,1). The following proposi-
tion demonstrates that 1, has a density p; that interpolates between py and p;. Further, the
density p; satisfies the continuity equation.

Proposition 2.1 (Transport equation). The distribution of the stochastic interpolant X, has a
density function p(t, x) satisfying p(0,x) = po(x), p(1,z) = p1(x), and

1 T — o 1 T — Prx
P(tax) = E /]Rd PO(H«“O)PI(T) dxg = OTt R PO(T)Pl(l'l)dﬂfly

for each time t € (0, 1). Further, the density p(t, z) solves the linear transport equation
(2.2) Op(t,x) +V - (b (L, x)p(t,x)) = 0,

where the velocity field is defined as

(2.3) b*(t,x) = El&uXo + B X1 | X; = 2].

As our primary objective is to generate samples that obey the target distribution, we
now consider the transport equation (2.2) from the lens of particles. It suffices to consider
characteristics (Courant and Hilbert., 1989, Section I1.2), along which the transport equation
becomes an ODE:

(2.4) da(t) = 0" (t, z(t)) dt,
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where z(t) is knwon as the characteristic curve of the transport equation (2.2), representing
the position of the particle at time ¢ € (0,1), and b* is the associated velocity field that
moves particles around. This characteristic ODE (Evans, 2010, Section 3.2) is known as the
probability flow ODE (Song et al., 2021c).

Further, we define the associated two-parameter continuous normalizing flow gt s» which
transports particles along the characteristic curves:

g;S:]Rd—HRd, T T, 0<t<s<I1.

Here x; = z(s) represents the solution of (2.4) at time s given x(¢) = z;. Notice that the flow
g; s pushes the distribution p; onto y, that is,

(97s)she = psy, 0<t<s <L
It is evident that the flow g;is satisfies the semigroup property as follows.

Proposition 2.2 (Semigroup property). For each x € R?, it holds that

(i) gf1(x) —x =0 foreach0 <t <1, and
(ii) gfs(x) = gf g0 g;.(x) foreach0 <t <r <s <1

Observe that the flow map g; ; satisfies the normalizing equation (1.1), and for each fixed
xt, {gt,s(xt) }s>¢ is a part of the characteristic curve. Consequently, the generative learning
can be reduced to the problem of fitting the characteristic curves by minimizing the following
quadratic risk:

2 T T 9
(25) R(g) = = /0 /t Ezypo || 2 — g(t. 5, 22)|3] dsdr,

where Z; = g5(Z0), Zs = g5 s(Z0), and T' € (1/2,1) is a pre-specified early-stopping time.
The primary goal of our method, “characteristic learning”, is dedicated to estimating the
flow map g; ; specified by the characteristic curves.

Given that the distributions of Z; and Z; in (2.5) are unknown, it is necessary to estimate
them prior to minimizing (2.5). To achieve this, the velocity field is initially estimated in
Section 2.2, followed by the utilization of the Euler method to numerically solve the proba-
bility flow ODE in Section 2.3. The resulting numerical solutions provide approximations
of (Z:, Zs), which are then utilized to approximate the population risk (2.5) in Section 2.4.

2.2. Velocity Matching. According to (2.3), for each fixed stopping time T' € (1/2,1), the
velocity field b* is the minimizer of following functional

1 (T .
26) £0) = 75 | Boxgoen [I60)X0 + A0 X0 — blt, X)) at,

where X is the stochastic interpolant defined as (2.1).
Let {X{"1", and {X{”}"_| be two sets of independent copies of Xo ~ o and X1 ~ pi1,
respectively. Additionally, let {t()}7_, be a set of n i.i.d. random variables drawn from the



10 DING, DUAN, JIAO, LI, YANG, AND ZHANG

uniform distribution on [0, T]. Denote by 8 = {(¢(", Xéi), X y))}?:l. Then the empirical risk
associated with (2.6) is defined as

2.7) La( Zua x4+ B XD —p®, x))3,

where Xt(i) = a(t(i))XOi + Bt X fi). This induces the empirical risk minimizer
(2.8) be arg min En(b),

be#
where Z is a vector-valued deep neural network class. The detailed velocity matching
algorithm is shown in Algorithm 1. This approach for velocity matching is also used by
rectified flow (Liu et al., 2022) and flow matching (Lipman et al., 2023).

Algorithm 1 Velocity matching

Input: Observations {X }” Ay
1: Drawn { XV}, ~tid 0 = N(0, I,).
. Drawn {t®}7_, ~Hd Unif[o, 7).
: Construct empirical interpolants via (2.1).
. Initialize the deep neural network by : R x R? — R%.

2

3

4

5: repeat
6 Compute the empirical risk £, (bg) in (2.7).

7 Compute the gradient VL, (bg).

8 Gradient descent update 6 < 6 — OéVgEn(bg).
9: until converged

Output: An estimator b = by of the velocity field.

2.3. Euler Sampling. We turn to focus on sampling from the estimated probability flow
equation in this section. We replace the velocity b* in probability flow ODE (2.4) by its
estimated counterpart b defined as (2.8), and employ the forward Euler method (Iserles,
2008, Butcher, 2016) to discretize this ODE. Denote by K € IN; the total number of steps,
then the step size is given as 7 = T/K. Define {t;, = k7}£  as the set of time points.
Applying forward Euler method deduces the following scheme:

(2.9) T = Tp_1+ T/[)\(tk_l,l‘k_l), 1<k <K.

Similar to the flow g; ; associated with ODE (2.4), the flow induced by Euler method (2.9)
is defined as E}Z,z : xp — xy for each 0 < k < ¢ < K. The following proposition demon-
strates that the Euler flow E,z ¢ inherits the semi-group property of continuous flow g; ; in
Proposition 2.2.

Proposition 2.3 (Semi-group property). For each x € R?, it holds that
(i) E,Qk(a:) —x=0foreach0 <k <{¢{<K,and

(ii) E (v) = ET, 0 E ;(x) foreach0 <k < j < < K.
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It is true that the Euler flow E,QZ pushes the distribution 1, approximately onto the
distribution p; for each 1 < £ < ¢ < K. Hence, the Euler flow E,;e is an alternative
approach for evaluating the flow g;,. However, it is important to note that the Euler
sampling incurs a substantial computational cost, as it necessitates a large number of velocity
network evaluations. This makes the Euler sampling encounter challenges in time-sensitive
application scenarios. Therefore, there is a pressing need to develop an efficient simulation-
free approach for evaluating the flow g; .

24. Characteristic Fitting and Semi-Group Penalty. In order to estimate the flow g; ; viaa
simulation-free approach, we leverage a deep neural network to fit characteristics using data
samples obtained by Euler flow. Let Z = {Zoi)} be a set of m random copies of Z ~ pio.

Further, one obtains m discrete characteristics {(Z (Z)) o 1%, by the Euler method (2.9) with

Z lgi) = g’ w(Z A(() )). Then the empirical counterpart of (2.5) is defined as
R m K—1
@10) REo) = 23353 {120 —otowin 20N+ 5 12—ttt 20
i=1 k=0 (=k+1
The characteristic generator can be obtained by the empirical risk minimization
(2.11) g € argmin R (g),
geg 2110y

where ¥ is a set of vector-valued deep neural networks. It is important to note that the
estimator g; s serves as a neural network approximation for the flow g; , eliminating the
need to simulate the ODE when evaluating g; s. Therefore, the characteristic generator g; , is
an efficient alternative to the Euler flow E,Z ,In (2.9). Additionally, the idea of fitting charac-
teristics using deep neural network is also used by previous literature, such as DSNO (Zheng
et al., 2023a) and CTM (Kim et al., 2024).

Despite that both the continuous flow g; ; and Euler flow Eg, , satisfy semigroup property
(Propositions 2.2 and 2.3), the characteristic generator g defined as (2.11) does not satisfy the
semi-group property in general. In order to ensure the long-term stability of the estimator,
we introduce the semi-group constraint, which requires

Awje(9) = Nlgrrer(Z) = gimer 0 BL; (212

to be as small as possible for each 0 < k£ < j < ¢ < K. Consequently, we propose the
semi-group-penalized risk

(212) Rtk (9) = Rini (9) + AZ(9),
where A > 0 is the penalty parameter, and the semigroup-penalty is defined as

szi{KZl KZI Z_: Afjelg }

k=0 j=k+1/l=j+1

The complete training and sampling procedures of the characteristic generator are summa-
rized in Algorithms 2, 3 and 4.
As shown in Algorithm 3, in the sampling phase, one only needs to evaluate the charac-

teristic generator gy 7 once. As a consequence, our generator diminishes the sampling time
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Algorithm 2 Training procedure of characteristic generator.

Input: Velocity estimator b.
1: # Euler sampling
2: fori=1,...,mdo
3: Sample initial value Zo(i) ~ o = N(0,1;).
4 fork=1,..., K do
5 2« E}_, (2} ) by (2.9).
6 end for
7: end for
8: # Characteristic fitting
9: Initialize the neural network g4 : R x R x R? — R,
10: repeat
11: Compute the empirical risk ﬁm K,n(ge) in (2.10) or (2.12).
122 Compute the gradient V4R, k.1 (9)-
13: Gradient descent update ¢ < ¢ — avd)ﬁm Kn(96)-
14: until converged
Output: Characteristic generator g ; : R 5 Reforeach0<t<s<T.

Algorithm 3 One-step sampling of characteristic generator.

Input: Characteristic generator g; s : R 5 Reforeach0<t<s<T.
1: Sample initial value Zo ~ po = N(0, Iy).
2: ZT — .aU,T<2O)~

Output: Generated samples Zr-.

Algorithm 4 Fine-grained sampling of characteristic generator.

Input: Characteristic generator g; s : RY — R foreach0 <t < s < T.
1: Sample initial value Zo ~ o = N(0, I).

2: Choose a sequence of time points 0 =ty < ... <tg =T.

3: fork=1,...,Kdo

4 Zr Gy (Zi).

5: end for

Output: Generated samples Zr-.

in comparison to Euler sampling. However, it necessitates a significant number of ODE
simulations during the training phase as Algorithm 2. Nevertheless, the benefits outweigh
the costs. In practical application scenarios, one can simulate ODE (2.9) and fit the prob-
ability flow (2.11) (Algorithm 2) on extensive and high-performance computing platforms.
Consequently, the derived estimators gy r can be deployed in computationally constrained

and time-sensitive application scenarios.
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The characteristic generator is not restricted to one-step generation as Algorithm 3. On
the contrary, it can be employed iteratively to produce refined sampling algorithms, thereby
enhancing the quality of generation, albeit with a slight increase in computational cost.
Algorithm 4 presents the comprehensive procedure for achieving this fine-grained sampling.

3. CONVERGENCE RATES ANALYSIS

In this section, we present a comprehensive convergence rate analysis for the characteristic
generator. We begin by illustrating Assumptions 1 and 2 in Section 3.1, and then establish
regularity properties of the probability flow ODE (2.4) in Section 3.2. In Section 3.3 and
Section 3.4, we propose a non-asymptotic error analysis for velocity matching and Euler
sampling, respectively. In Section 3.5, a convergence rate analysis for the characteristic
generator is established. Finally, in Section 3.6, we apply the aforementioned analysis to two
widely-used types of probability flow ODE: linear interpolant and Follmer flow.

3.1. Discussions of Assumptions. Assumption 1 is standard and commonly-used in flow-
based generative models (Liu et al., 2022, Lipman et al., 2023, Albergo and Vanden-Eijnden,
2023). The following proposition demonstrates that the velocity field b*(¢, =) is a spatial linear
combination of z and the score function s*(¢, z) = V log p;(«). This connection suggests that
stochastic interpolants that satisfy Assumption 1 are closely related to score-based diffusion
models (Ho et al., 2020, Song et al., 2021c).

Proposition 3.1 (Velocity and score). Suppose Assumption 1 holds. Then the following equality

holds:
O (B e, ()€ (0,1 xR
Bt B oy . ’

Assumption 2 necessitates that the target distribution be a Gaussian convolution of a

b*(t, )

distribution with compact support. Previous research (Lee et al., 2023, Oko et al., 2023, Chen
et al., 2023a,d, Beyler and Bach, 2025) has investigated the assumption of compact support
in the target distribution. However, the probability flow that pushes a Gaussian prior
distribution towards a target distribution with compact support may lack regularity because
the velocity field is not uniformly Lipschitz in general. Therefore, it becomes crucial to
impose additional intractable regularity properties on the probability flow ODE. In contrast,
the probability flow towards a distribution of compact support with Gaussian smoothing
exhibits high regularity even without any additional assumptions. The regularity properties
of the probability flow ODE are established in Section 3.2. Furthermore, Assumption 2 covers
a wide range of target distributions, including Gaussian mixtures (Grenioux et al., 2024,
Appendix C). In essence, our generative model is capable of learning arbitrarily complex
distributions with compact support, provided they are smoothed via convolution with a
Gaussian distribution of sufficiently small variance. This flexibility ensures that the model
can be effectively applied to a wide range of generative tasks.
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3.2. Properties of Probability Flow ODE. In this section, we present elementary properties
of the probability flow ODE (2.4). To begin with, the following proposition shows that the
velocity fields is local bounded.

Proposition 3.2 (Local bounded velocity). Suppose Assumptions 1 and 2 hold. Let R € (1, 400).
Then it follows that

x < <t< X
11;1’?%<d\bk(t,x)| < ByaR, 0<t<1, ze€ By,

where the constant By, only depends on d and o.

With the aid of Proposition 3.2, we show that the probability flow and its time derivatives
are also local bounded.

Corollary 3.3 (Local bounded flow). Suppose Assumptions 1 and 2 hold. Let R € (1,+00).
Then it follows that

lrélgécdm}f;(t,s,xﬂ < BpowR, 0<t<s<1, ze€ By,

where the constant By, only depends on d and o.

Corollary 3.4 (Local bounded time derivatives of flow). Suppose Assumptions 1 and 2 hold.
Let R € (1,400). Then it follows that

max {[|9ig" (¢, 5,) |2, 059" (¢ 5,2) |2} < Bho B, 0<t<s<1, 2 €BY.
where the constant By, only depends on d and o.

Further, the spatial gradient of the velocity field is uniformly bounded in spectral norm,
as demonstrated by the next proposition.

Proposition 3.5 (Bounded spatial gradient of velocity). Suppose Assumptions 1 and 2 hold.
Then there exists a constant G < oo such that

Vb (t,z)|lop <G, 0<t<1, 2€ By,
where the constant G only depends on d and o.
A direct consequence of this proposition is that, under Assumptions 1 and 2, the velocity

field is uniformly Lipschitz continuous with respect to the spatial variable, as shown by the
following corollary.

Corollary 3.6 (Lipschitz continuity). Suppose Assumptions 1 and 2 hold. Then
0 (t,2) — b*(t,2")||2 < Gllz — 2|]2, 0<t<1, (z,2') € R x RY

The uniform Lipschitz continuity of the velocity field or score plays a crucial role in con-
trolling the error accumulation along the ODE or Euler method, as detailed in Corollary 3.11
and Theorem 3.12. Previous studies have often made the direct assumption of Lipschitz
continuity for the velocity field or score at each time ¢ € (0,1) (Chen et al., 2023d,a,c,b,
Benton et al., 2024b, Gao and Zhu, 2024, Fukumizu et al., 2025). However, this assumption
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appears to be restrictive, as it is difficult to verify. On the contrary, Assumptions 1 and 2 are
easily satisfied and cover a large amount of generative tasks.
Another important consequence of Proposition 3.5 is shown as follows.

Corollary 3.7 (Bounded spatial gradient of flow). Suppose Assumptions 1 and 2 hold. Then
IVg*(t,s,2)||lop < exp(G(s — 1)), 0<t<s<1,zecR
Finally, we state the bound of time derivative of the velocity in the following proposition.

Proposition 3.8 (Bounded time derivative of velocity). Suppose Assumptions 1 and 2 hold. Let
T € (1/2,1)and R € (1,400). Then it follows that
. 2 .
|0* (¢, 2)ll < DR(T)R,  w(T) = sup (=5 + M), (t,x) € [0,T] x B,
te[0,T] ~ ¥ Qy

where the constant D only depends on d and o.

Proposition 3.8 establishes the Lipschitz continuity of the velocity in time, a crucial re-
quirement for controlling the discretization error of the Euler method. For detailed illustra-
tions, refer to Theorem 3.12. In contrast, previous work (Gao and Zhu, 2024, Assumption 2)
simply assumes the Lipschitz continuity of the score in time.

Remark 3.9. Proposition 3.8 reveals a critical property of the velocity field: its time derivative,
|0:b(t, z)||2, becomes unbounded as t — 1. This behavior necessitates stopping the ODE
integration at an endpoint 7' < 1 due to two major consequences:

(i) From the perspective of velocity approximation: A function with an exploding
derivative is practically impossible for a neural network to approximate accurately
near the singularity. This is a well-known challenge in flow-based and score-based
modeling, as discussed in the literature (Kim et al., 2022, Pidstrigach, 2022, Duong
et al., 2025).

(ii) From the perspective of discretization: The error guarantees of numerical ODE
solvers are contingent on the smoothness of the vector field. Ast — 1, the unbounded
derivative violates these smoothness conditions, causing the solver’s discretization

error to become uncontrolled.

3.3. Analysis for Velocity Matching. In this section, we focus on the time-averaged L2-error
of the velocity estimator bin (2.8), that is,

~ T —~
@) &) = 7 | Exmu I 30) = (2. X)) .

The majority of existing literature on theoretical analysis of diffusion and flow-based gener-
ative models commonly assumes that the L?-risk of score or velocity matching is sufficiently
small (Lee et al., 2022, 2023, Chen et al., 2023d,c, Benton et al., 2024a,b, Gao and Zhu, 2024,
Beyler and Bach, 2025). However, this line of research lacks the ability to quantitatively char-
acterize the convergence rate of velocity matching with respect to the number of samples.
Additionally, no prior theoretical guidance for the selection of neural networks is provided
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in this literature. To the best of our knowledge, only a limited number of studies have
specifically focused on investigating the convergence rates of score matching (Oko et al,,
2023, Chen et al., 2023b, Han et al., 2024) and velocity matching (Chang et al., 2024, Gao
etal., 2024, Jiao et al., 2024).

In this work, we aim to establish a non-asymptotic error bound for the L?-risk of the
estimated velocity. The main result is stated as follows.

Theorem 3.10 (Convergence rate for velocity matching). Suppose Assumptions 1 and 2 hold.
Let T € (1/2,1). Set the hypothesis class 2 as a deep neural network class, which is defined as

[b(¢, 2)[|oo < Buetlog'/n,
B ={be N(L,S) : |0:b(t,z)|]2 < 3Dx(T)log"/?n, :
IVb(t, 2)]lop < 3G, (t,z) € [0,T] x R?

where the depth and the number of non-zero weights of the neural network are given, respectively, as
L=CandS = Cnis. Then the following inequality holds

Es[£r(D)] < Ck2(T)n™ 73 log? n,
where C'is a constant only depending on d and o.

The rate of velocity matching in Theorem 3.10 is consistent with the minimax optimal rate
(’)(n_ﬁ) in nonparametric regression (Stone, 1982, Yang and Barron, 1999, Gyorfi et al.,
2002, Tsybakov, 2009) given that the target function is Lipschitz continuous. Moreover, our
theoretical findings align with convergence rates of nonparametric regression using deep
neural networks (Bauer and Kohler, 2019, Nakada and Imaizumi, 2020, Schmidt-Hieber,
2020, Kohler and Langer, 2021, Farrell et al., 2021, Kohler et al., 2022, Jiao et al., 2023a). It is
noteworthy that our results improve upon the rate O(n_d%s) derived by Chen et al. (2023b).

In Theorem 3.10, the hypothesis class % is set as a deep neural network class with Lipschitz
constraints. The assumption of uniformly Lipschitz continuity of velocity estimator plays
a crucial role in controlling the discretization error induced by Euler method. For further
details, refer to Theorem 3.12. This assumption is standard in the theoretical analysis
for flow-based or diffusion models, as considered by Kwon et al. (2022, Assumption A2)
and Chen et al. (2023c, Assumption 3). In practical applications, various techniques for
restricting the Lipschitz constant of deep neural networks have been proposed, such as
weight clipping (Arjovsky et al., 2017), gradient penalty (Gulrajani et al., 2017), spectral
normalization (Miyato et al., 2018), and Lipschitz network (Zhang et al., 2022). In the
theoretical perspective, the approximation properties of deep neural network with Lipschitz
constraint has been studied by Chen et al. (2022), Huang et al. (2022), Jiao et al. (2023b), Ding
et al. (2024). In this work, an approximation error bound for deep neural networks with
Lipschitz constraint is established in Section J.

Besides the error of velocity matching itself, one is actually interested in the error of
profitability flow with estimated velocity, for which

(3.2) dz(t) = b(t, Z(t)) dt.
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Denote by fir the push-forward distribution of yy by ODE (3.2) at time 7T". The following
corollary characteristic the 2-Wasserstein distance between ji7 and fi7.

Corollary 3.11. Under the same conditions as Theorem 3.10. The 2-Wasserstein between the
probability flow (2.8) and the estimated flow (3.2) at the stopping time T is bounded as follows:

_2_
Es [ W3 (fir, pir) | < OR*(T)n™ 755 log? (),
where the constant C only depends on d and o.

Corollary 3.11 highlights that the 2-Wasserstein error of the estimated flow converges to
zero at a rate of (’)(n_ﬁ ), omitting some logarithmic factors. In contrast, the 2-Wasserstein
error bounds derived by Benton et al. (2024b, Theorem 1) and Albergo and Vanden-Eijnden
(2023, Proposition 3) are under a “black-box” assumption that the velocity matching error is
sufficiently small. Therefore, these results can not capture how the error converges to zero
as the number of samples increases.

3.4. Analysis for Euler Sampling. The main objective of this section is to estimate the 2-
Wasserstein error of the Euler flow (2.9). Despite that there has been numerous studies
on the sampling error of SDE-based diffusion models (Lee et al., 2022, 2023, Chen et al,,
2023d, Benton et al., 2024a), as well as flow-based methods (Chen et al., 2023¢, Gao and
Zhu, 2024, Li et al., 2024c,a), most of these works assume that the velocity matching error
is sufficiently small. Furthermore, there is limited work that integrates the sampling error
with the velocity matching error (Chang et al., 2024, Gao et al., 2024, Jiao et al., 2024). To
address this gap, we propose the following theorem.

Theorem 3.12 (Error analysis for Euler flow). Under the same conditions as Theorem 3.10. Let
the number of time stepss for Euler method K be a positive integer. Then the following inequality
holds

~r __2 1
Es W3 ((E5 s )spo, ur) | < Ok (T) {0755 log? n + 5 logn
where the constant C only depends on d and o. Further, if K > Cnd%?», then it follows that
Es [W3 ((Bf i )zho ) | < Ck(T)n” 755 log? .

The error bound of the Euler flow (2.9), as derived in Theorem 3.12, can be roughly divided
into two main components. The first term arises from velocity matching, aligning with the
error bound presented in Corollary 3.11. The second term corresponds to the discretization
error introduced by Euler method. Moreover, as the number of time stepss K increases, the
error bound in Theorem 3.12 converges to that in Corollary 3.11.

Based on Theorem 3.12, we can derive a 2-Wasserstein error bound between the target
distribution and the push-forward distribution of 1,9 by Euler flow E& x as follows.

Corollary 3.13. Under the same conditions as Theorem 3.12. Suppose the number of time stepss for
Euler method K satisfies K > Cn¥3. Then the following inequality holds

~ __2_
Bs | W3 ((E§ s )sho, )| < CRA(T)n” 75 log?(n) + 2max{ad, (1 = Br)2}W3 (o, 1),
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where the constant C' only depends on d and o.

Corollary 3.13 presents a bound for the total error of flow-based generative models. The
first term in the error bound corresponds to the 2-Wasserstein error of the Euler flow, as
derived in Theorem 3.12. The second term captures the convergence of the interpolant
distribution 7 to the target distribution p;. It is worth noting that as the stopping time
T approaches one, the first term tends to infinity, while the second term simultaneously
decreases. This trade-off within the error bound highlights the importance of carefully
selecting the stopping time 7" and provides practical guidance for determining it in real-
world applications. Since the optimal early-stopping time depends on the specific choice of
the interpolant coefficients, «(t) and 3(t), we derive the optimal early-stopping time 7" for
two important cases: linear interpolant and Follmer flow in Corollaries 3.16 and 3.17.

3.5. Analysis for Characteristic Generator. Despite the empirical success of simulation-free
one-step approaches for the efficient sampling of flow-based generative models (Salimans
and Ho, 2022, Song et al., 2023, Zheng et al., 2023a, Kim et al., 2024, Ren et al., 2024),
the theoretical analysis for these line of methods still remains unclear. In this section, we
establish a thorough analysis for the characteristic generator. To the best of our knowledge,
this is the first analysis for one-step sampling method.

To measure the error of the characteristic generator, we focus on the time-average squared
2-Wasserstein distance between the distribution associated to the characteristic generator g
and the target distribution

. 2 (T
(33) D@ =75 [ [ Wi(Gr)ss ) dsdt.
The main result is stated as follows.

Theorem 3.14 (Error analysis for characteristic generator). Under the same conditions as The-
orem 3.12. Further, set the hypothesis class ¢ as a deep neural network class, which is defined
as

lg(t, s,2)||ls0 < Bpow log'/?m,

G =19 €N(LS) : |g(t, 5,212, [0:9(t, 5, 2)2 < 3Bioy, log!* m, :
IVg(t,s,x)|lop <3exp(GT), 0<t<s<T, zcR?
where the depth and the number of non-zero weights of the neural network are given, respectively, as
L=CandS = Cmii. Then it follows that
EsE; [D(g)] < CﬁZ(T){n_d%iﬂ log? n + %} + C{m_d%r4 log? m + lo—?{m}’
where the constant C' only depends on d and o. Furthermore, if the number of time steps K for Euler

method and the number of samples m for characteristic fitting satisfy
(34) K > max {Cnﬁ,Cn_Q(T)nﬁ} and m > Cn_(d+4)(T)n%,
respectively, then the following inequality holds

EsEz [D(3)] < Ck*(T)n” 5 log? n.
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In contrast to the error bound of Euler sampling in Theorem 3.12, the error bound of the
characteristic generator in Theorem 3.14 incorporates an additional error term (’)(m_d%ﬁi).
This error term corresponds to the error of the standard nonparametric regression for
characteristic fitting, attaining the minimax optimality (Stone, 1982, Yang and Barron, 1999,
Gyorfi et al., 2002, Tsybakov, 2009) given that g* is Lipschitz continuous.

It is noteworthy that the number of samples m for characteristic fitting can be arbitrarily
large because training samples can be generated from copies of Zy ~ pg using Euler sam-
pling (2.9). Without loss of generality, we consider the case where m > n. In this scenario,
the error bound in Theorem 3.14 aligns with the convergence rate in Theorem 3.12.

In the context of distillation, Euler flow (2.9) is commonly referred as the “teacher” model.
Theorem 3.14 guarantees that, when the number of teacher samples is sufficiently large, the
characteristic generator can generate new samples that are as good as those generated by
the teacher model. However, the theorem also highlights that the teacher model serves as
a bottleneck for the characteristic generator, as it cannot surpass the generative quality of
the teacher model. These theoretical findings align with empirical observations reported
in prior studies (Salimans and Ho, 2022, Song et al., 2023, Kim et al., 2024). One potential
approach to overcome this bottleneck is by combining these one-step generative models
with GANSs, as demonstrated by Lu et al. (2023b), Kim et al. (2024).

Remark 3.15. The error bound in Theorem 3.14 is an average-in-time guarantee, not a uniform
one. This is a direct consequence of our least-squares objective (2.5), which is designed to
minimize the error averaged over all time pairs (¢,s). While this formulation is effective
for learning the overall map, it naturally leads to a convergence guarantee in an averaged
sense. However, it does not imply a stronger, uniform guarantee for a specific time pair.
Some potential approaches to obtain a uniform convergence guarantee will be discussed in
Section 6.

3.6. Applications. In this section, the theoretical analysis is applied to two types of flow-
based method in Table 3: linear interpolant and Follmer flow. The convergence rates of
them are shown in Corollaries 3.16 and 3.17, respectively.

Corollary 3.16 (Convergence rate of linear interpolant). Suppose Assumptions 1 and 2 hold.
Set the velocity matching network class 28 to be Lipschitz-controlled, with depth L, = C and number
of non-zero weights S = Cns, Set the stopping time T as

T=1-Cn 5@ log% n.
Suppose the number of time step K satisfies K > C s, Then it follows that
2(, 2 2
Eg {WQ ((ES,K)uuoa Ml)} < Cn 3@+3) logn.

In addition, set the characteristic network class to be Lipschitz-controlled, with depth L, = C and

d+2
number of non-zero weights Sy = C i, Further, let

d+4
m > Cn3drs Jogin,
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Then it follows that
2
EsE; [D(g)] < Cn 3@+ logn.

Here, the constants C may depend on d and o, but is independent of n.

Corollary 3.17 (Convergence rate of Follmer flow). Suppose Assumptions 1 and 2 hold. Set the
velocity matching network class 9 to be Lipschitz-controlled, with depth L, = C and number of

non-zero weights S = Cnits, Set the stopping time T as

T=1-Cn S log% n.
Suppose the number of time step K satisfies K > C ¥ Then it follows that

2(( 7 “ 5@ oo’
Es {WQ ((EOT,K)ﬁMOHUIM < Cn 33 logs n.
In addition, set the characteristic network class to be Lipschitz-controlled, with depth L, = C and
d

number of non-zero weights Sy = C M, Further, let

m > Cn% logg(d+4)n.

Then it follows that
2

EsE; [D(5)] < Cn” 5@ logs n.

Here, the constants C' may depend on d and o, but is independent of n.

3.7. Mitigate the Curse of Dimensionality. As shown in Sections 3.10 and 3.14, the con-
vergence of both velocity matching and characteristic fitting suffer from the curse of dimen-
sionality: the sample complexity increases exponentially with the ambient dimension d of
the data. However, we will show that under Assumption 3, the convergence rate of the
characteristic generator overcomes this limitation. The key to this result is the following
decomposition lemma.

Lemma 3.18 (Low-dimensional decomposition). Suppose Assumptions 1 and 3 hold. For each
(t,s,z) with0 <t < s < land z € RY,

vy + 2By

b (t,x) = Pb*(t, P I,— PP
( 7‘7:) ( ’ 37) + Oé% +G2Bt2 ( d ).CC,

N a2 + 0232 -
(¢ =Pg*(t,s, P s L= B (1, — PP g,
g(,S,I’) g ()Sv SC)"— Oé%+0—2,3t2(d ).’E

The vector field b* : R x RY" — R is defined as:

b(t,7) := B[ Xo + B X1| Xy = 7], 7eRY,
where Xo ~ N(0,14+)and X ~ N (0, 0214+ )+ are independent, and X; = oy Xo+ B Xy. Further,
the vector field §* : R x R x RY — R is defined as the flow map of dZ(t) = b*(t, Z(t)) dt.

This lemma is the cornerstone of our result. It reveals that both * and ¢* have a crucial
low-dimensional structure. They decompose into two orthogonal parts:

(i) A complex, non-linear component governed by the low-dimensional functions b*
and g*, which only act on the d*-dimensional data manifold.
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(ii) A simple, linear component that acts on the space orthogonal to the manifold.

This decomposition implies that the learning problem is greatly simplified. Instead of
learning a function in the ambient d dimensions, we only need to learn the low-dimensional
components b* and §* in the intrinsic d dimensions. This is precisely why our method’s con-
vergence rate depends on d* instead of d, effectively mitigating the curse of dimensionality.
The necessary regularity conditions for these low-dimensional functions are established in
the appendix.

Now, we formally state the convergence results of linear interpolant and Follmer flow
under manifold hypothesis, which explicitly ease the curse of dimensionality.

Corollary 3.19 (Convergence of linear interpolant under manifold hypothesis). Suppose
Assumptions 1 and 3 hold. Set the velocity matching network class 98 to be Lipschitz-controlled,

with depth Ly, = C and number of non-zero weights S, = Cn+s, Set the stopping time T as
T=1- Cn_3(d"1+3> log% n.
Suppose the number of time step K satisfies K > C nT5. Then it follows that
of, 2
Es [WQ ((ES,K)WLO, Ml)} < Cn 3003 logn.

In addition, set the characteristic network class to be Lipschitz-controlled, with depth L, = C and

d*+2
number of non-zero weights S, = C'ma™+4. Further, let
m > C’n3(dd*tr43) log® +n.
Then it follows that
2
EsE; [D(g)] < Cn 3@+ logn.

Here, the constants C may depend on d, d*, and o, but is independent of n.

Corollary 3.20 (Convergence of Follmer flow under manifold hypothesis). Suppose Assump-
tions 1 and 3 hold. Set the velocity matching network class % to be Lipschitz-controlled, with depth

Ly, = C and number of non-zero weights S = C’n%. Set the stopping time T as
T = 170n7m log%n.
Suppose the number of time step K satisfies K > C nT7s. Then it follows that
Eg [WQQ ((E&K)Wo, ,ulﬂ < Cn” T logg n.

In addition, set the characteristic network class to be Lipschitz-controlled, with depth L, = C and

i d*+2
number of non-zero weights S; = C ' md™+1. Further, let
d*+4 «
m > Cn3d@+3) log §@+)y,

Then it follows that
EsE; [D(3)] < Cn 5@ logt n.

Here, the constants C may depend on d, d*, and o, but is independent of n.
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In contrast to the results in Corollaries 3.16 and 3.17, the convergence rates under the man-
ifold assumption depend on the intrinsic dimension d* rather than the ambient dimension d.
This demonstrates that our characteristic generator can mitigate the curse of dimensionality

when the data possesses an intrinsic low-dimensional structure.

4. NUMERICAL STUDIES

In this section, we delve into the numerical performance of characteristic learning. To
begin with, we introduce several technical improvements in Section 4.1. Subsequently, the
experimental results and discussions are presented in Section 4.2.

4.1. Technical improvements. In this section several technical enhancements to the algo-
rithms in Section 2 are introduced. Empirical evidence indicates that these methods exhibit
superior numerical performance. It is noteworthy that improved algorithms in this sec-
tion are mathematically equivalent to the previous ones in Section 2. Consequently, these
improvements remain within the established mathematical framework and theoretical anal-
ysis. Specifically, in Section 4.1.1, we adopt a denoiser matching algorithm as a replacement
for the velocity matching in Section 2.2. Additionally, in Section 4.1.2, we replace Euler
method with the technique of exponential integrator. Finally, the modified characteristic
learning algorithm is summarized in Section 4.1.3.

4.1.1. Denoiser matching. To begin with, we define the denoiser denoiser D* as
D*(t,z) = E[X1|X; = 2], (t,z)€ (0,1) x RY,

which recovers X; from noised observation X; = a;Xo + 5;X;. It is apparent that D*
minimizes the following functional for each 7" € (0, 1),

@) D)= [ B[Ix: - Dt Xl ar

An estimator D of the denoiser D* can be obtained by the empirical risk minimization
similar to (2.8) using data set 8§ = {(t(! Xo , X )}” . In the context of distillation for
diffusion models, the denoiser network Dis referred as the “teacher” network.

By an argument similar to Proposition 3.1, the velocity field is a spatial linear combination
of z and denoiser D*(t, z), that is,

Br  dey .
5, at)D (t, ).

Thus the denoiser matching is equivalent to estimating the velocity field, but the former

C%) b (t,x) = —m+64

has better numerical stability (Karras et al., 2022, Kim et al., 2024). Furthermore, the semi-
linear form (4.2) enable us to use the exponential integrator, which is more stable than Euler
method. See Section 4.1.2 for detailed discussions.
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4.1.2. Exponential integrator. With the aid of the denoiser estimator D, the estimated proba-
bility flow (3.2) is replaced by
dz(t) oy .

(43) dt:af®+&(—.ﬁMﬁ@LtGMJ)

Observe that the solution of the semi-linear ODE (4.3) can be exactly formulated by the
“variation of constants” formula as

(4.4) ag=¢@@ﬂn+t8(ﬂgﬁ@@u»w,

where @(t, s) and (¢, s) are defined as

b(t, s) :exp</t8de7'>, W(t,s) = D(t, s)ﬁt<& - %), 0<t<s<T.

Qr Bt Qi

By a similar argument to Euler method (2.9), we replace D(7,%()) in (4.4) by D(t,%(t))
and implies an explicit scheme

(4.5) Z(s) ~ B(t, $)T(t) + W (L, s)D(t, Z(t)), 0<t<s<T.

where ¥ (t, s) is a integral defined as
A
U(t,s) /@TsﬁT(gT—aT)dT.
Notice that the integrals ¢ and ¥ can be computed analytically given the interpolant co-
efficients oy and 3;. The integral scheme (4.5) is commonly referred to as the first-order
exponential integrator (Hochbruck and Ostermann, 2010), which has been utilized in sam-
pling of diffusion models by Zhang and Chen (2023), Lu et al. (2022, 2023a), Zheng et al.

(2023b). We display the generated images and corresponding FID using exponential inte-
grator (4.5) in Figure 1.
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Ficure 1. Samples generated by probability flow ODE with exponential integrator.

In practice, we find the first-order exponential integrator outperforms other methods,
such as Euler and Heun methods. Nevertheless, it is important to note that this integral
scheme remains a first-order method, akin to the Euler method, and does not improve the
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convergence rate of the discretization error. Consequently, our analysis encompasses this
integral scheme as well.

4.1.3. Characteristic fitting. In Section 2.4, we directly parameterize the probability flow by
a deep neural network. However, in practice training such a neural network is unstable.
In this section we present some technical tricks to get a more stable training algorithm
by exploiting as much of the structure of the problem as possible without changing its
mathematical nature.

Recall the explicit formulation (4.4) of the solution

[ W(r, 8)D*(7, (7)) dr
fts Y(r,s)dr ,

where the fraction in the second term can be viewed as a weighted average of D* (7, z(7))

z(s) = D(t, s)x(t) + ¥(t, s)

on [s,t]. Our main idea is to approximate this term using a deep neural network Ds, which
is referred to the student model. Then the probability flow is parameterized by

(4.6) g(t,s,x) = D(t,s)x +¥(t,s)Ds(t,s,2), 0<t<s<T.

Since the exact denoiser D* is unknown, the student network Ds can only be trained from
the denoiser estimator D. Therefore, D is referred to the teacher model and denoted by
Dy = D thereafter.
We next design the objective functional for the student model Ds to utilize as much of
the structure of the problem as possible. First, it is apparent that
lim JZW(r, 8)D*(7, (7)) dr
s+ [P (T, s)dr

This allows us to reuse the denoiser matching objective functional (4.1) as the local risk to

= D*(t,z(t)).

ensure the local consistency of the student model

T
@) Rioe(Ds) = [ E[I%: = Ds(e.t.X)3] at.

On the other hand, the outputs of generator (4.6) are required to align with the numerical
solutions (4.5) and satisfy the semi-group properties, as discussed in Section 2.4. This
implies the following global risk

T T T )
@8)  RaoDs) = [ [ [ E[lg5 o gue o glh(X0) - g5 0 9710 8] dudsat,

where g is induced by the student model Ds defined as (4.6), g™ denotes the exponential
integrator given by teacher model D7, and ¢°T denotes an offline copy of g for training
stability. The population risk (4.8) can be considered as a variant of the original objective
functional (2.12), ensuring the long-range consistency of the generator. Combining the
short-range denoiser matching risk (4.7) and the long-range characteristic fitting risk (4.8)
yields the final training procedure for the characteristic generator. We conclude the practical
characteristic learning algorithm in Algorithm 5. The one-step sampling procedure is the
same as that in Algorithm 2. For better sampling quality, one can divide the time interval
into pieces as Algorithm 4.
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Algorithm 5 Practical training procedure of characteristic generator.

Input: Observations X; ~ p1, and pre-trained denoiser D7.
1: Initialize the student neural network Ds, : R x R x RY — R<.
2: Choose the loss parameter .
3: repeat
4 #Short-range denoiser matching
Drawn X ~ po = N(0, ;) and t ~ Unif[0, .
Construct stochastic interpolant X; = a; Xy + ;. X;.
Rioe(Ds.s) < || Ds (1, t, X1) = Xo|3:
# Long-range characteristic matching
Drawn s ~ Unif[t, 7] and u ~ Unif([s, T.
100 Raio(Dsg) e 19250 gus 0 g8 (Xe) — 025 0 g2 (X3
11: # Combined objective functional
12: Compute the gradient V¢{)\7€10c(DS,¢) + ﬁglo(D57¢)}.
13:  Gradient descent update ¢ <+ ¢ — aVy{A\Rioc(Ds.4) + Ralo(Ds.4)}-
14: until converged

Output: Characteristic generator g(t, s,z) = @(t,s)x + ¥(t,s)Ds ¢(t, s, x).

Remark 4.1 (Comparison with CTM (Kim et al., 2024)). Kim et al. (2024) proposed a similar
method, but our approach differs from the CTM in two significant aspects. First, the integral
scheme g™ employed by CTM is Euler-based. While Euler method coincides with the first-
order exponential integrator for VE-ODE (Song et al., 2021c¢), its numerical stability cannot be
guaranteed for general probability flow ODEs. In contrast, the exponential integrator used
in our method may ease potential training instability as it fully exploits the semi-linearity
of the ODE system. Secondly, CTM relies on GAN training in their approach, borrowing
a pre-trained discriminator and treating g as the generator. This reliance on GAN training
may cause potential training instability and require extra training of the discriminator.
Our method, however, does not require this additional GAN training burden. Detailed
comparisons between characteristic generator and CTM can be found in Appendix N.

4.2. Experiment results and discussions. In this section, we validate the generation quality
and sampling efficiency of the characteristic generator using both synthetic and real data
through numerical experiments. Follmer flow is taken as the underlying ODE, and all results
can be generalized to arbitrary probability flow ODE without loss of generality. We use the
Fréchet inception distance (FID) to measure sampling quality on image data. Lower FID
means better performance. See Appendix L for the list of full hyper-parameters employed
in our numerical experiments. In addition,we provide some remarks on the training time

consumption of our numerical experiments in Appendix M.

4.2.1. Synthetic 2-dimensional dataset. On a 2-dimensional dataset where the target distribu-
tion shapes like a Swiss roll, the characteristic generator trained by Algorithm 2 works well.
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We display the original dataset and samples generated by Euler method (NFE=100) and the
characteristic generator (NFE=1) in Figure 2.

ODE-Euler

Ficure 2. Original Swiss roll samples and samples generated by ODE model
with Euler method (ODE-Euler) and the characteristic generator (CG).

From Figure 2, it can be observed that the generative quality of the one-step characteristic
generator closely resembles that of Euler method with 100 function evaluations (NFE).
This indicates that the original training procedure (Algorithm 2) can yield commendable
generation outcomes when dealing with relatively simple target distribution.

4.2.2. Real dataset. In this section, we apply the characteristic generator to two real dataset:
MNIST and CIFAR-10. The characteristic generators are trained by Algorithm 5.

Generated images by the characteristic generator are displayed in Figure 3 (MNIST on top
and CIFAR-10 on bottom). The experimental results illustrate that one-step generation has
high generation quality, which can be significantly improved by iterating the characteristic
generator by a few steps.
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Ficure 3. Samples generated by the characteristic generator on CIFAR-10.

We compare the images generated by the numerical sampler and characteristic generator
with different numbers of function evaluations (NFE) in Figure 4. The numerical sampler
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fails to accurately generate images at small NFE values such as 1 and 2. In fact, with 1 NFE,
the solution is actually close to the mean of the target distribution. It is necessary to have five
or more NFE for the numerical ODE solvers to work properly. In contrast, the characteristic
generator is capable of generating high-quality images even with only 1 NFE. In essence,
the characteristic generator distills the knowledge of a precise, multi-step solver into a fast,
single step network. Our theory correctly predicts that its error should be much lower than
that of a naive one-step Euler sampler, which aligns perfectly with our empirical findings in
Figure 4. See Appendix O for detailed discusssion.

Furthermore, we compare the convergence of FID by NFE for the characteristic generator
in Table 4. It is evident that the characteristic generator converges faster than the numerical
sampler and achieves better scores at smaller NFE values.

ODE-EI CG
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Ficure 4. Comparison of samples generated by ODE with exponential inte-
grator (ODE-EI) and characteristic generators (CG) under different NFE on
MNIST and CIFAR-10.

TasLE 4. Comparison of FID by NFE between the exponential integrator (EI)
and characteristic generator (CG) in MNIST and CIFAR-10.

Dataset Method NFE=1 NFE=2 NFE=5 NFE=10 NFE=20

MNIST ODE-EI 4655  46.71 2.69 0.66 0.28
MNIST CG 1.97 1.15 0.28 0.20 0.13

CIFAR-10 ODE-EI 14.06 1542 5.38 3.16 2.50
CIFAR-10 CG 4.59 3.50 2.90 2.76 2.63
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4.2.3. Comparison with other generative models. Table 5 presents the FID on CIFAR-10 achieved
by various generative models. Our characteristic generator demonstrates superior gener-
ation quality compared to models without GAN, regardless of whether it is one-step or
few-step generation. Notably, our proposed method achieves a comparable FID to the
state-of-the-art method CTM (Kim et al., 2024), without the requirement of additional GAN
training as employed by CTM. Moreover, our proposed characteristic generator with NFE=4
achieves similar or even superior generation performance compared to GAN models.

TaBLE 5. Performance comparisons on CIFAR-10.

Model NFE | FID|
GAN Models
BigGAN (Brock et al., 2019) 1 8.51
StyleGAN-Ada (Karras et al., 2019) 1 2.92
Diffusion + Sampler
DDPM (Ho et al., 2020) 1000 3.17
DDIM (Song et al., 2021a) 100 4.16
Score SDE (Song et al., 2021c) 2000 2.20
EDM (Karras et al., 2022) 35 2.01
Diffusion + Distillation
KD (Luhman and Luhman, 2021) 1 9.36
DFNO (Zheng et al., 2023a) 1 5.92
Rectified Flow (Liu, 2022) 1 4.85
PD (Salimans and Ho, 2022) 1 9.12
CD (Song et al. (2023), retrained by Kim et al. (2024)) 1 10.53
CTM (without GAN) (Kim et al., 2024, Table 3) 1 5.19
CG (ours) 1 4.59
PD (Salimans and Ho, 2022) 2 4.51
CTM (without GAN) (Kim et al., 2024, Table 3) 18 3.00
CG (ours) 2 3.50
CG (ours) 4 2.83
Diffusion + Distillation + GAN
CD (with GAN) (Lu et al., 2023b) 1 2.65
CTM (with GAN) (Kim et al., 2024) 1 1.98
CTM (with GAN) (Kim et al., 2024) 2 1.87

4.2.4. Self-Distillation on higher resolution. We also explore to apply the proposed method
on higher resolution image datasets such as CelebA HQ (down-sampled to 256 x 256 and
512 x 512), and manage to eliminate the dependence on the teacher model, resulting a
self-distillation scheme.
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The main idea is to define a teacher-free reference solution g, ,(X;) from a characteristic
estimator g, by

(4.9) Gt,s(Xt) = Gu,s © Gtu(Xt), u € (L, 5).

With the reference solution g, we can get rid of the extra teacher network when training the
characteristic generator, significantly reducing the required memory. Also, the formation of
g naturally incorporates the semigroup constraint, as the optimization target is to minimize
the distance between g and g. Notice that we do not specify the choice of u in (4.9) as it
should be arbitrary. Recent progress (Frans et al., 2025) finds u = (t+s)/2 works well enough
and shows some symmetry, and we follow this setup. During the early stage of training,
the local consistency loss plays the dominant role as the global counterpart relied on the
reference solution, which requires the estimator g fitted on a smaller time scale. During the
late stage of training, the local consistency is already ensured, and the global consistency
loss gradually takes effect.

We carry out the self-distillation variant on the CelebA HQ dataset (down-sampled to
256 x 256 and 512 x 512). We carry out the training and generation on the 8 x down-sampled
latent space using the sd-vae-ft-mse autoencoder (Rombach et al., 2022). We also move from
the U-Net architecture to the emerging DiT architectures (Peebles and Xie, 2023) (B/2 on
the 256 resolution and XL/2 on the 512 resolution). We report the FID in Table 6 and the
generated images in Figure 5.

TabLe 6. Comparison of FID by NFE by the characteristic generator on
CelebAHQ-256 and CelebAHQ-512.

Resolution NFE=1 NFE=2 NFE=4 NFE=8

256 3025 19.02  15.82  14.29
512 3118 2245  18.61 15.95

5. ReLatep WoORks

5.1. Fastsampling method for diffusion and flow-based models. Diffusion and flow-based
models have demonstrated impressive generative performance across various applications.
However, their iterative sampling process requires a substantial number of evaluations of
the score or velocity neural network, which currently limits their real-time application. In
recent years, there has been a surge of fast sampling methods aimed at accelerating the
sampling process of diffusion or flow-based models.

The sampling process of the diffusion or flow-based model can be considered as numeri-
cally solving SDE or ODE. Therefore, one approach to address this issue is to develop accel-
eration algorithms for these equations (Zhang and Chen, 2023, Lu et al., 2022, 2023a, Zheng
et al., 2023b, Gao and Zhu, 2024, Li et al., 2024a). For instance, Lu et al. (2022) effectively
utilizes the semi-linear structure of the probability flow ODE by employing an exponential
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NFE=1 NFE=2 NFE=4 NFE=8

NFE=8 NFE=8

Ficure 5. Generated images on CelebAHQ-256 (top) and CelebAHQ-
512(bottom) (scaled down by a factor of 0.28 to fit the page).

integrator. Furthermore, this algorithm incorporates adaptive step size schedules and high-
order approximations. While these strategies can achieve high-quality generation requiring
10-15 neural network evaluations, generating samples in a single step still poses a significant
challenge.

There is another line of recent works that aim to propose a simulation-free one-step
sampling method. It is important to note that SDE has probabilistic trajectories, while
the trajectory of ODE is deterministic, which is known as “self-consistency” (Song et al.,
2023). This line of work is referred to the distillation, which can be divided into two distinct
categories.

In the first category, researchers aim to train a deep neural network that maps noise to the
endpoint of the probability flow ODE, while disregarding the information at intermediate
time points. This class of methods includes knowledge distillation (KD) (Luhman and
Luhman, 2021), Euler particle transport (EPT) (Gao et al., 2022), rectified flow (Liu et al,,
2022), and diffusion model sampling with neural operator (DSNO) (Zheng et al., 2023a).
Unfortunately, these methods are hindered by training instability and low generation quality,
as they solely focus on long-range information and are unable to capture the short-range
structure at intermediate time points.

The second category of distillation, which is highly relevant to our work, aims to fit the
characteristics at each time point using deep neural networks, as demonstrated by Salimans
and Ho (2022), Song et al. (2023), Kim et al. (2024), Zhou et al. (2024). These methods
take into account both the long-range and short-range structures of the original probability
flow, resulting in a high quality of one-step generation. Furthermore, these models exhibit
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the potential for further enhancement through a few-step iteration process. However, de-
spite their impressive generation quality and training stability, these methods have not yet
undergone rigorous theoretical analysis. In contrast, our paper presents a comprehensive
framework for generative models utilizing characteristic matching and establishes a rigorous
convergence analysis, providing theoretical guarantees for these methods. Additionally, we
incorporate the exponential integrator into the characteristic matching procedure. Notably,
our characteristic generator surpasses the generation quality achieved by Salimans and Ho
(2022), Song et al. (2023), Kim et al. (2024) without the assistance of GANs.

5.2. Error analysis for diffusion and flow-based models. Although a large body of liter-
ature has been devoted to the theoretical analysis for diffusion and flow-based generative
models, a majority of these works rely on intractable assumptions, such as the regularity
of the probability flow SDEs or ODEs. In contrast, our theoretical findings are established
under fewer and milder assumptions on the prior and target distribution (Assumptions 1
and 2).

The errors of diffusion-based and flow-based one-step generative models primarily focus
on three aspects: velocity matching error, discretization error, and characteristic fitting error.
Existing literature on theoretical analysis of these generative models commonly assumes that
the L2-risk of score or velocity matching is sufficiently small (Lee et al., 2022, 2023, Chen et al.,
2023d,c, Benton et al., 2024a,b). However, only a limited number of studies have specifically
investigated the convergence rates of score matching (Oko et al., 2023, Chen et al., 2023b, Han
et al., 2024) and velocity matching (Chang et al., 2024, Gao et al., 2024, Jiao et al., 2024). The
convergence rate of the velocity, as derived in Theorem 3.10, achieves minimax optimality
under the assumption of Lipschitz continuity of the target function, which improves upon
the rates proposed by Chen et al. (2023b), Chang et al. (2024). The discretization error of
the numerical sampler has been explored for both diffusion models (Lee et al., 2022, 2023,
Chen et al., 2023d, Benton et al., 2024a), and flow-based methods (Chen et al., 2023¢, Gao
and Zhu, 2024, Li et al., 2024c,a). To the best of our knowledge, Theorem 3.14 is the first
to systematically analyze these three errors, providing theoretical guidance for selecting
suitable neural networks and determining the number of numerical discretization steps.

6. ConNcrusioNs AND FuTuRe WoRrk

In this paper, we propose the characteristic generator, a novel one-step generative model
that combines sampling efficiency with high generation quality. In terms of theoretical
analysis, we have examined the errors in velocity matching, Euler discretization, and char-
acteristic fitting, enabling us to establish a non-asymptotic convergence rate for the charac-
teristic generator in 2-Wasserstein distance. This analysis represents the first comprehensive
investigation into simulation-free one-step generative models, refining the error analysis of
flow-based generative models in prior research. We have validated the effectiveness of our
method through experiments on synthetic and real datasets. The results demonstrate that

the characteristic generator achieves high generation quality with just a single evaluation of
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the neural network. This highlights the efficiency and stability of our model in generating
high-quality samples.

Finally, we would like to emphasize that our framework of one-step generation is highly
versatile and can be extended to conditional generative learning directly. By incorporat-
ing the encoder-decoder technique, our approach can be generalized to the latent space,
enabling its application in a wide range of practical scenarios, including video generation.
The characteristic generator improved by these techniques lays a technical foundation for
deploying large-scale generative models on end devices.

On the theoretical front, we intend to exploit the regularity of the velocity field in our
error analysis for velocity matching. This will allow us to achieve a faster convergence rate.
Additionally, we plan to analyze higher order and more stable numerical schemes, such as
the high-order exponential integrator, in order to provide a comprehensive understanding
of their effectiveness. Furthermore, we aim to establish a theoretical foundation for the
role of semi-group penalties in the characteristic fitting. This will contribute to a deeper
understanding of their impact and significance in our framework. A significant extension
would be to move from our current average-in-time error guarantee (Theorem 3.14) to a
stronger, uniform-in-time bound. Achieving this would likely require designing novel ob-
jective functionals for the characteristic fitting, potentially based on L*°-risk minimization or
adversarial (minimax) formulations. Investigating the theoretical properties and empirical
performance of these approaches is an important open question.

This work provides both theoretical analysis and experimental validation. However, it is
important to clarify the role of our theoretical bounds, as their direct numerical verification
is challenging due to the well-known gap between deep learning theory and practice. This
gap arises from several fundamental factors: (i) Our bounds, like many in the field, serve to
characterize scaling laws and qualitative relationships, e.g., how error scales with dimension,
sample size, or the number of Euler steps. They are not intended to be numerically predictive
of the exact empirical error. The bounds often contain large, abstract constants that are
intractable to compute in practice, making a direct numerical comparison infeasible. (ii)
Since the theoretical bounds often represent a worst-case scenario, there exists a gap between
the empirical error and the theoretical bound. (iii) Our theory analyzes the properties of the
empirical risk minimizer, whereas in practice, non-convex optimization methods find local
minima. This creates a gap between the object of our theoretical analysis and the model
obtained empirically. Bridging this theory-practice gap and developing bounds that more
closely reflect the performance of practically trained models remains a crucial challenge for
the field.
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OUTLINE OF THE SUPPLEMENTARY MATERIAL

The supplementary material provides detailed derivations, proofs, and auxiliary results,
organized into the following appendices:

(I) Appendix A summarizes the notation used throughout the paper.
(I) Appendix B provides auxiliary definitions and lemmas.
(III) Appendix C presents the proofs for the theoretical results in Section 2.
(IV) Appendix D establishes regularity properties of the probability flow ODE and pro-
vides the proofs for the propositions in Section 3.2.
(V) Appendix E provides the proofs for the results in Section 3.3.
(VI) Appendix F provides the proofs for the results in Section 3.4.
(VII) Appendix G provides the proofs for the results in Section 3.5.
(VIII) Appendix H provides the proofs for the results in Section 3.7.
(IX) Appendix I details a generalization error analysis for nonparametric regression,
which is used to establish the oracle inequalities for velocity matching (Appendix E)
and characteristic fitting (Appendix G).

(X) Appendix | establishes approximation results for deep neural networks with a Lips-
chitz constraint, which are also used for the convergence rates of velocity matching
(Appendix E) and characteristic fitting (Appendix G).

(XI) Appendix K specifies the parameterization of the denoiser employed in Section 4.

(XII) Appendix L reports the full hyperparameters used in our numerical experiments,
including model size, training iterations, batch size, learning rate, optimizer, and
augmentation choices.

(XIII) Appendix M provides some remarks on the training time consumption of our nu-
merical experiments.

(XIV) Appendix N conducts a thorough comparison of the implementation details between
our method and CTM.

(XV) Appendix O conducts a thorough theoretical comparison between the one-step Euler
sampler and characteristic generator.
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APPENDIX A. SUMMARY OF NOTATIONS

Table 7 summarizes the notations used in throughout the paper for easy reference and
cross checking.

Table 7: The list of notations used in Sections 2, and 3.

Symbols Description
140 Prior distribution, p10 = N(0, I;) (Assumption 1).
p1 Target distribution, ;1 = N(0,0%1,) * v (Assumption 2).
00, P1 Densities of g and pi1.
e, p(t, ) Interpolant distribution and its density, see Prop. 2.1.
(9 5)aput Push-forward of y; by the flow g; ;, exactly s (§2.1).
¥ Standard Gaussian density in R (Assumption 2).
v Base distribution with supp(v) C [0, 1]¢ (Assumption 2).
Xo, X1 Independent samples from pip and ;.
Xy Stochastic interpolant X; = a(t) Xy + 8(t)X; (Eq. (2.1)).
a(t), B(t) Interpolant coefficients (Cond. 1); write a, f:.
s*(t, x) Score V log p:(x) (§3.1).
b*(t, ) Velocity field (Eq. (2.3)); transport Eq. (2.2).
9is Continuous probability flow map: z; — x5 (§2.1).
Zy, Zs Flowed variables Z; = g5 ,(Z0), Zs = g5 s(Zo) (§2.1).
T Stopping time in (1/2, 1) used for training/evaluation.
8, n Training dataset for velocity matching { (", Xéi), X fz)) i, and its size.
L(b Population risk for velocity (Eq. (2.6)).
En(b) Empirical risk for velocity (Eq. (2.7)).
B Hypothesis class for velocity networks (Thm. 3.10).
b Velocity estimator via ERM (Eq. (2.8)).
Er (5) Time-averaged velocity error (Eq. (3.1)).
ar Push-forward at time T under ODE with b (8§3.3).
K, 7t Number of steps, step size 7 = T/ K, and grid t;, = k7 (§2.3).
E‘,:yf Euler flow map (Eq. (2.9)).
Z, m Teacher trajectories and their number for fitting (§2.4).
R(g) Population characteristic fitting risk (Eq. (2.5)).
A%‘;}&((g) Empirical characteristic risk using Euler data (Eq. (2.10)).
A, P(g) Semi-group penalty weight and penalty (Eq. (2.12)).
ﬁ?nlj}?’)‘ (g9) Penalized empirical risk (Eq. (2.12)).
Arje(g) Semi-group discrepancy term (§2.4).
4 Hypothesis class for characteristic networks (Thm. 3.14).

Continued on next page
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Continued from previous page

Symbols Description

[ Learned characteristic generator (ERM; Eq. (2.11)).
D(g) Time-averaged squared Wasserstein metric for g (Eq. (3.3)).
Buyel, Biiow Bfj,, Local bounds for velocity /flow and time-derivatives (§3.2).
G Uniform bound on spatial Jacobians (Prop. 3.5).
D Time-regularity constant for 9;b* (Prop. 3.8).
x(T) Function in time-regularity bounds (Prop. 3.8).
C Universal constants depending on d, o (various theorems).
d* Intrinsic dimension with d* < d (§3.7).
P ¢ R Column-orthonormal embedding matrix (§3.7).
v, P Base distribution on [0, 1]¢" and its push-forward to R.
b*, §* Intrinsic-coordinate velocity /flow (Lemma 3.18).

ArpPENDIX B. SuPPLEMENTAL DEFINITIONS AND LEMMAS

In this section, we introduce some supplemental definitions and lemmas that are used in
the proofs.
We firstintroduce the sub-Gaussian random variable Vershynin (2018), Wainwright (2019).

Definition B.1 (Sub-Gaussian). A random variable X with mean p = [E[X] is sub-Gaussian

if there is a positive number o such that

o2)\2
2 )

Here the constant o is referred to as the variance proxy.

log E[exp(MX — )] < AeR.

The following results (Lemmas B.2 to B.4) shows some important properties of sub-
Gaussian variables, whose proofs can be found in (Wainwright, 2019, Section 2.1).

Lemma B.2 (Chernoff bound). Let X be a o?-sub-Gaussian random variable with zero mean.
Then it holds that

2
Pr{|X| >t} < Qexp(— ﬁ)
Lemma B.3. Let X be a o2-sub-Gaussian random variable with zero mean. Then it holds that
A X2 1

Lemma B.4. Let Xg be a o3-sub-Gaussian, and let X, be a o3-sub-Gaussian independent of X,.
Then the randon variable « X + 3X is sub-Gaussian with variance proxy oo} + 307

Lemmas B.5 and B.6 show bounds of the tail probability and the expectation of the

maximum of N sub-Gaussian variables.
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Lemma B.5. Let {X,}N_, be a set of o%-sub-Gaussian random variables with zero mean, then it

follows that
2

Pr{ glnaxN]X \>t}<2Nexp( 27;2).

The following lemma states that the expectation of the maximum of the squares of N
sub-Gaussian variables is bounded by log N.

Lemma B.6. Let {X,}N_, be a set of o%-sub-Gaussian random variables with zero mean, then it
follows that

2
<
]E{lgllachX } 402 (log N + 1).

Proof of Lemma B.5. 1t is straightforward that

N t2
Pr{ max |X, |>t}§ 3 Pr{|X,| zt}gzNexp(—@),
n=1

1<n
where the last inequality holds from Lemma B.2. This completes the proof. O

Proof of Lemma B.6. By Jensen’s inequality, it is straightforward that

A A i N
202]E[1£r711a<xN§ D S]E{1I<I}~ba<XNGXp(202)} <N1E{e p(2 1” ~V1I=X

exp (

where the last inequality holds from Lemma B.3 for each A € [0,1). Letting A = 1/2 yields
the desired inequality. O

Lemma B.7 (Fourth moment of standard Gaussian). Let ¢ ~ N (0, I;). Then E[||¢||3] = d?+2d.

Proof of Lemma B.7. It is straightforward that

Elleld) = E[ 3 ek + Y- ef] = 3 Blel]+ Y BB = + 24
k=1

k=1 k#L k#L

where we used the fact that E[X*] = 3 for X ~ N(0,1). O

We next introduce the notation of covering number and Vapnik-Chervonenkis dimension
(VC-dimension), both of which measure the complexity of a function class Mohri et al.
(2018), Vaart and Wellner (2023). They are used in the error analysis for velocity matching
(Section E) and characteristic fitting (Section G).

Definition B.8 (Covering number). Let .# be a class of functions mapping from R? to R.
Suppose D = {X (i)}?zl is a set of samples in RY. Define the L>(D)-norm of the function
f € Fas|flpen = maxici<n |£(X@)|. A function set .%; is called an L>°(D) d-cover of
F if for each f € .7, there exits fs € #s such that || f — fs]| o (p) < . Furthermore,

N(3,.7,L(D)) = inf {|F5| : Fy is a L*(D) o-cover of . |

is called the L>°(D) §-covering number of .%.
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Definition B.9 (VC-dimension). Let . be a class of functions from R? to {+1}. For any

non-negative integer m, we define the growth function of .7 as

Hz(m)= max [{(FXD),... f(xX"™): feF}.
{(XO}, CR4

A set {XW}™  is said to be shattered by .7 when |{(f(XM),..., f(X"™)): f € F}| = 2™,
The Vapn1k—Chervonenk1s dimension of .#, denoted VCdim(.# ) is the size of the largest set
that can be shattered by .#, that is, VCdim(.#) = max{m : II#(m) = 2™}. For a class .# of
real-valued functions, we define VCdim(.#) = VCdim(sign(.%)).

Lemma B.10. Let .F be a class of functions mapping from R® to R, and let 5 be a function class
defined as A = {(x, f) — h(f,z) € R : f € F}. Suppose D = { XD, is a set of samples in
RY. If there exists a constant L > 0 such that for each f, f' € F

max [R(f, X0) = (', XO)| < L max [F(X©O) ~ f(XO)],

then the following inequality holds for each 6 > 0,
N(LS, 2, L(D)) < N(8, 7, L (D)).

Proof of Lemma B.10. Let %5 be an L*°(D) é-cover of .Z with | Fs| = N(L6, ., L>(D)).
Define % = {(z, f) — h(f,z) € R : f € Zs}. Then for each h(f,-) € 7, there exists
h(fs,-) € A, such that

(i) (i) (i) _ (i)
max [h(f, X)) = h(fs, X )IéLlrgggnlf(X ) — fs(X')] < L.

Thus 74 is an L>° (D) (Lé)-cover of 7. This completes the proof. O
We then bound the covering number by VC-dimension as following lemma.

Lemma B.11 ((Anthony et al., 1999, Theorem 12.2)). Let .# be a class of functions mapping from
R9 to [0, B]. Then it follows that for each n > VCdim(.%),

sup log N(6,.7,L°°(D)) < VCdim(.%) log (

enB )
De(R4)™ )

0 VCdim(#

The following lemma provides a VC-dimension bound for neural network classes with
piecewise-polynomial activation functions.

Lemma B.12 ((Bartlett et al., 2019, Theorem 7)). The VC-dimension of a neural network class
with piecewise-polynomial activation functions is bounded as follows

VCdim(N (L, S)) < CLSlog(S),

where C is an absolute constant.
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AprPENDIX C. PrROOF OF RESULTS IN SECTION 2

The proof of Proposition 2.1 follows from the proof of (Albergo et al., 2023b, Theorem 2)
and (Albergo et al., 2023a, Theorem 2.6).

Proof of Proposition 2.1. The characteristic function of X; (2.1) is given as

¢x,(§) = Ex,[exp(i€ - X))

= exp(i€ - (oo + Bra1))po(wo)p1(21) dao dzy
R4xR4

= | explit - (@rao))po(ao) dao | exp(is - (Braa))ps(o1) day
R4 R4

= Ex, [exp(iatg : XO)]IEXl [eXp(Zﬂtf ) Xl)] = ¥X, (OCtg)(le (ﬁtg)’

where ¢ € R¢, and we used the fact that X is independent of X;. On the other hand,

x—ozt:co
/]R exp(i§ - / po(x m 3, )dxo) dx

= Blt/]Rd R eXp(iatf . 330) eXp(Zf . (1‘ — Oztl‘o))po(l'o)pl (%) dl‘o dax

= /]Rd exp (i€ - :cg)po(:ro){ /]Rd exp (zf Az — at:cg))pl (1: 7;@0) d(x 756:tx0> } dzg

= [ explions - zodpnao){ [ explitié - a)pn(er) dar} dan = pxo(aid)ox, (Bi).
R4 R4

Combining the above two equality deduces that for each ¢ € R¢,

oxi() = [ expli€ ) (5 [ mlao)or (T 1) dao) d

By using Fourier inversion theorem, we obtain the density function of X; as

r — O
pi(z) =5 / po(zo Pl( ﬁt O)dl’o-

By a same argument, we have

1 —
o) = o [ oo(FE ) .

We next turn to verify that the density function solves the transport equation. Let ¢ be an
arbitrary smooth testing function. By the definition of the interpolant (2.1), it holds that

Ex, [¢(X¢)] = E(xy x,) [0(a: Xo + B X1)].

Taking derivative with respect to ¢ on the left-hand side of the equality yields

€ = ([ ot ar) = [ o@an)as
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Similarly, for the right-hand side of the equality, we have

0

ot ( /JRdx]Rd ¢(arxo + Brr2)po(zo)p1(w1) dag dxl)

= e Rd(dthO + Bexy) - Volauzo + Brxr)po(wo)pr (1) dao day
X

— /]R CEl@Xo + 41X, = 2] - Vo(@)p(x) da

c2) = [ @) Vo) dr == [ o)V ¢ @pi(a) dr,

where the first equality follows from the chain rule, the forth equality holds from the
definition of b} (2.3), and the last equality is due to integration by parts and the divergence
theorem (Evans, 2010, Theorem 1 in Section C.2). Combining (C.1) and (C.2) gives the
desired transport equation. O

APPENDIX D. PrROPERTIES OF THE PrOBABILITY FLOW ODE

In this section, we present some auxiliary properties of the probability flow ODE in
Section D.1. Proofs of the propositions in Section 3.2 are given in Section D.2.

D.1. Auxiliary Properties. Lemmas D.1 to D.4 are established under Assumption 1.

Lemma D.1. Suppose Assumption 1 holds. Then the conditional score function is given as

1 B
Va log py1 (z|21) = 2t + ;;3717 te(0,1).
t t

Proof of Lemma D.1. Given X; = z, using the definition of stochastic interpolant (2.1) im-
plies
(X¢| X1 = 21) ~ N(Biz1,021,), te(0,1),

which implies the desired result immediately. O

Lemma D.2. Suppose Assumption 1 holds. Then the following holds

1 a?
E[X:|X; = 2] = 2+ —-V,logp(x).

t b
Proof of Lemma D.2. It is straightforward that
Vmﬂt@) 1 /
V. lo T) = = Va z|x x1)dx
gor(a) = =5 = g Vel fu o @lener (o) dan
_ Pt|1($|x1)pl(xl)vx log; pyp (a1 ) day
R4 pt(x)
_ 1 B
= Jou i) (= ot ) dan

1 Bt
oz?x+a% (Xl X = al,

where the we used the definition of conditional density and Lemma D.1. This completes
the proof. g
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Lemma D.3. Suppose Assumptions 1 holds. Then it follows that
B B;
Vb*(t, —I - - — Cov(X1|X; =
(t,a) = ”(ﬁt at) ov(X1| X, = z).

Proof of Lemma D.3. According to the proof of Proposition 3.1, we have

B

(D.1) b (ta) = Sta+ (5 = S EXIX =al,
which deduces
(D.2) Vb (t, ) = —Id + Bt(gz - %>V]E[X1’Xt — a].

Hence it suffices to estimate the gradient of the conditional expectation. In fact,

VEXX = 0] = Vo (o [ s (alenon (@) dr)

N Vxﬂt(x)
pi ()

(D.3) = —Vy log p() /1Rd i pre(a1]x) d561+/]Rd Vi log py (xfa1)z] prje(e:|2) day,

1
T T
/d 1 P (z]21)p1(21) Aoy + () Y pep (1) pr(z1) do

where we used the definition of the conditional density that

pup (@21)p1(21)
p1|t(x1‘$ Pt(x) :

For the first term in the right-hand side of (D.3), applying Lemma D.2 implies

— V. log pi(z) /}Rd zf pre(wilz) da

(D4) = (- f E[X1[X, = 2] )ELX1 X, = o],

For the second term, it follows from Lemma D.1 that

/]Rd log Vo py1 (z|21)21 prje(a1]x) day

1
(D.5) = ——2E[X)] X; = )T + BtIE[XlX X, = x].
t

Plugging (D.4) and (D.5) into (D.3) yields

(D.6) VE[X)| X, = 2] % Cov(X1| X, = 2).
t
Substituting (D.6) into (D.2) completes the proof. O

The following lemma gives an explicit expression of time derivative of the velocity.
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Lemma D.4 ((Gao et al., 2023, Proposition 63)). Suppose Assumption 1 holds. Then it follows
that for each (t,z) € (0,1) x R,

o ) :
ob*(t,x) = (% - %)x + (a?gi atatgz — dyoy + at> gt [X1| X = z]
t t
BE Br  cuy (B
+ OT%(E - —) (E - 2Oét) Cov(X1| Xy = z)z
3 .
_ i%(gi . %) (]E[XleTX1|Xt = 2] - B[X: X7 | X, = 2]E[X1| X, = a:]).

Lemmas D.5 to D.8 are established under Assumptions 1 and 2.

Lemma D.5. Suppose Assumptions 1 and 2 hold. Then it follows that

2 2.2 2
d Qi ooy o“ By
Xi|Xe=2)= 555U + € T
( | ) at2+o'2ﬁt2 , T at2+0'25t2 Oé?"‘azﬁf 9

where U, , is a random variable satisfying supp(Uy ,) = supp(v), and e ~ N(0, I).

Proof of Lemma D.5. According to the definition of stochastic interpolant (2.1), we have
1 1 )
(D.7) py1(zlz1) = (@)1l exp ( - ;%||ﬁt$1 - 517H2>'
Using Assumption 2, the target distribution is given as
1 1 )
(D.8) pr(z1) = m /]Rd exp ( - ;”331 - U”Q) dv(u).

Combining (D.7) and (D.8) implies
pe1(@lz1)p1(21)

r1lz) =
Pl\t( 1]z) (@)
_ 1 1 1 9 1 )
T (2roa)d pi(x) /]Rd XP ( - OZQHﬁtCUl - JL’HQ) exp < - ?Hxl - uHQ) dv(u)
1 o’af 4/2 of + 07 2B + a?u
) e (- L S

_ (0257556 +atu o2l ) v (a0
of + 0257 o + o257/ T

where g(t, z,u) is a function such that [ py;(21|x) dz1 = 1foreach (¢, ) € (0,1) xR? and the
measure v , is defined as dv , (u) = g(¢, z, u) dv(u). Itis apparent that supp(v ) = supp(v).
Therefore,
< %UM + 202a%2 2¢ 202&2 2%

o + 02 af + o5 ai + o2 f3;
where Uy, ~ 14, and € ~ N(0, I;) are two independent random variables. This completes
the proof. O

(Xa| X =2)

Lemma D.6 (Conditional expectation). Suppose Assumptions 1 and 2 hold. Then the following
inequalities hold for each t € (0,1) and x € RY,

E[X1 4] X, = 2]] < M(1+ |zg]), 1<k<d,

where M is a constant only depending on d and o.
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Proof of Lemma D.6. According to Lemma D.5, it holds that

E[X,|X; = 1] U B(Ura] +
=r) = —- x 7:p’
e ol +o2p2 T a2 4 o232
which implies the desired inequalities directly. O

Lemma D.7 (Conditional covariance). Suppose Assumptions 1 and 2 hold. Then the following
inequalities hold for each t € (0,1) and x € RY,

2 2 2 2 2 9

ola? a; ;
2>l X Cov(X1|Xs =2) R ——5 I+ d| == )
a? + o237 a = Cov(Xi| Xy =) = a? + o2} ¢t (a%+02[3§) d

Proof of Lemma D.7. 1t is straightforward from Lemma D.5 that

E[X,|X; = z] o E[U, ,] + b
prd x pry :L‘
e af + o2 U T a2 1 a3
which implies
E[X:|X; = z]E[X;|X; = z]T
a? azﬁt

E[U; .)x" + <(T26t> 2SUSUT.

o? 2 T
:( t ) ]E[Ut,x]IE[Ut,x] + 06%4‘0'25,52

ai + o237 a? +02B2 af + o232

On the other hand, using Lemma D.5 deduces

2 2 2
a o B 0B \?
EIX.:XT|x, = 2] = t E[Uq]z" o2 + 0232 '
Xt Xe=l = ooy el + (G ) o
) ) 2 2
a2 T oca;
t+ (—5ag ) ElUUL) + 551
(at2+025t2) Ueelial af +o2p7 ‘

Combining the above two equalities yields

COV(X1|Xt = l’) = ]E[Xle’Xt = x] — ]E[Xl‘Xt = $]]E[X1|Xt = x}T

2 9 2 9
=(———===) Cov(U, ——=1y.
<Oét2+02ﬂt2) OV( t,m)+ ()434-02,3152 d

According to Lemma D.5, the random variable ||U; ;| < 1 and thus Cov(U;,) = dlg.
Consequently,

0'2067% 0'2a2 a2

ot Iy X Cov(X1| Xy =2) X b Iyt d(—— = ) 1.

T ot = vl =) % St d G ) o

for each (t,z) € (0,1) x R% This completes the proof. O

By a same argument as Lemmas D.6 and D.7, we also have the following inequality.
See (Gao et al., 2024, Lemma A.8) for a detailed proof.

Lemma D.8. Suppose Assumptions 1 and 2 hold. Then the following inequalities hold for each
t€(0,1)and z € RY,

IE[X1 XY X1 | X, = 2] — B[X] X1 Xe = 2]B[X1| Xe |2 < Mag (1 + ||z]l2),

where M is a constant only depending on d and o.
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D.2. Proof of Results in Section 3.2. Then we show proofs of propositions and corollaries
in Section 3.2.

Proof of Proposition 3.1. Using the definition of velocity (2.3), we have

b*(t,z) = E[a1 Xo + £ X1| X = 2] = {BtXl +— (Xt B X1) ’Xt = 36}

b iy @ at Bi
=67 - )E XX =]+ o =a; (ﬁt at)Vxlogpt(xHE

Bt o7

where the second equality holds from the definition of stochastic interpolant (2.1), and the

x,

last equality is due to Lemma D.2. This completes the proof. O

Proof of Proposition 3.2. Using the definition of velocity (2.3), we have

b*(t,z) = Elon Xo + B X1| Xy = 2] = [@Xl + (Xt B,X1) ‘Xt - x}

_ 615 Oét B dt
Bt(g—a) [XllXt_$]+OTt$
& - o o° B ay
at(atﬁt — ) by 4+ 02 BBy
- E[U;.] + —5—55—
2 1 0252 [Ute] + o+ o247

where the second equality holds from the definition of stochastic interpolant (2.1), and the
fourth equality follows from Lemma D.6. This completes the proof. O

Proof of Corollary 3.3. For each 1 < k < d, it follows from (2.4) that

t) + /: b (1, (1)) dr

Using the triangular inequality and Jensen’s inequality, we have
|z (s)] < Jak(8)] + / |k (7, 2(7))| d7

aT aTﬂ’T dT/BT
< |ap(t H—/’ a2 1 o252
2

Oétat +o 51:57&
dr
+/ a; +0-262

[lz4(7)] dr,

where the second inequality follows from Lemma D.6, and MM is a constant only depending
on d and o. Applying Gronwall’s inequality (Evans, 2010, Section B.2) yields

atat +o /Bt/Bt Qr aTﬁT 0.47'67)
|zk(s)] < Cexp ( t 7y 02/62 ‘dT | (t o2 + o7 d7‘),
where the constant C' depends only on d and ¢. This completes the proof. O

Proof of Corollary 3.4. First, we observe that

g*(t,s,x):x+/ b (1, 9" (t, 7, x))dT.
t

Taking the partial derivative with respect to s yields dsg*(t, s, x) = b*(s,¢*(t, s,z)). Since
x € B, by Corollary 3.3 and Proposition 3.2, we get ||0s9*(¢, s, z)||2 < V/dBye Biow R.
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Now, we consider the partial derivative of g*(t, s, z) with respect to ¢, which leads to
S
(D.9) 09" (t5,0) = b (t,2) + [ VU (79" ()" (1, 7w dr
t

Note that 0:g*(t,t, x) := 0rg*(t, s, x)|s=t = —b*(t, z). Denote by ((¢t, s, z) := 0rg*(t, s, z), and
further take the partial derivative with respect to s on both sides of (D.9):

0sC(t,s,z) = Vb*(s,g"(t,s,2))((t,s,x) .

Then, it holds that

DsC(t, 5, 2|5 = 2(C(, 5,2), 0s(E, 5, 2)) = 2(C(t, 5,2), V(5,9 (L, 5, 2))C (¢, 5, 2))
Using Cauchy-Schwarz inequality, we have that

OslIC(t s, 2) 13 < 2 V6" (£, 2) oplIC(E, 5, 2) 13 < 2GC(E, 5, 2) 3 -
For any ¢t < s < T, with Gronwall’s inequality (Evans, 2010, Section B.2), it holds that
It s, 2) 3 < ¢t t, )3 exp ( / "2Gdr) < |6 (@, 0) 3 exp(26).

Thus, we conclude that ||8;g*(t, 5, )||2 < ||b* (2, )||2 exp(G) < VdByeRexp(G). O

Proof of Proposition 3.5. It sufficient to show that

ey + 2By ey + 02 BBy datﬁt(atgt — &y f3y) )Id
af + o2 af + o027 (af + 0257)?

For the upper bound, it follows from Lemma D.3 and Lemma D.7 that

e (b BT () )

(D.10) I; < Vb (¢, z) < (

Vb*(t,x) =<
(t2) 3 B o ai + o2 f; o + o2
vy + o2 BBy By — cufr)
D.11 = d 1.
(1D Corvom + wromp )

By a similar argument, we have

« Be R o*af _ uGy + o2 By
D.12 = —I — - — I; = 1.
(D.12) Vb (t, 2) (@ at)atat pr ol
Combining (D.11) and (D.12) yields (D.10). This competes the proof. O

With the aid of above auxiliary lemmas, we provide the following proof of Corollary 3.6.

Proof of Corollary 3.6. We first show the Lipschitz continuity of the velocity. It is straightfor-
ward that for each ¢ € (0,1) and z,2’ € RY,

6 (t, ) — b (£, ') |2 = H/ 719* bl + (e —a)dr|

- H /0 Vb (t,x' + 7(x — 2'))dr(z — 2')

2

1
< [198 (k' + 7@ = 2)lop drlla - o1
0

1
(D.13) < (/O Gdr)fe - 2'll2 = Glle —
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where the first inequality follows from the definition of the operator norm || -||o, and Jensen’s
inequality, and the second inequality is due to Proposition 3.5. This shows the Lipschitz
continuity of the velocity.

We now turn to focus on the Lipschitz continuity of the flow. It suffices to show that the
solution at time s depends Lipschitz continuously on the solution z; at time ¢. Let z(-) and
() be two continuous vector-valued functions satisfy the ODE (2.4) with different values
at t. Then it follows that

d (ze(t) — 23 (t)) = U(t,2(t)) — U(£,2/(1), 1<k<d.

dt
By the definition of /3-norm, we have
d e 1 4 q A
d
! D (@ (t) — () (b (¢, (1)) — bi(t, 2 (1))

"z - @)l &=
< 0" (t 2 (t) — b (12 ()2 < Gllz(t) — 2/ (2)]l2,

where the first inequality follows from Cauchy-Schwarz inequality, and the second inequal-
ity isdue to (D.13). Then applying Gronwall’s inequality (Evans, 2010, Section B.2) completes
the proof. O

Proof of Proposition 3.8. According to Lemma D.6, we find
(D.14) IE[X1X, = 2]lls < MiR, (t,%) € (0,1) x B,

where M5 is a constant only depending on d and o. For the conditional covariance, using
Lemma D.7 implies

(D.15) | Cov(X1| Xy = @)llop < Macf, (t,2) € (0,1) x B,
where M, is a constant only depending on d and o. In addition, applying Lemma D.8 yields
(D.16) IE[X1 X{ X1 | X, = 2] — E[X] X1|X; = 2]E[X1]X][|]2 < Mso7R,

for each (t,z) € (0,1) x B%. Substituting (D.14), (D.15) and (D.16) to Lemma D.4 achieves
the desired result. O

ArpPeENDIX E. PrROOF OF REsuLTs IN SEcTION 3.3

In the section, we present the proofs of Theorem 3.10 and Corollary 3.11.

E.1. Proof of Theorem 3.10. In this section, we prove Theorem 3.10. Specifically, we propose
the oracle inequality in Lemma E.1, which decomposes the L?-risk into approximation error,
the generalization error, and the truncation error. Then we provide an approximation error
bound in Lemma E.2. By making a trade-off between three errors, we finally obtain the
convergence rate for the velocity estimator, which completes the proof Theorem 3.10.
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Recall the weighted L2-risk (3.1) of a measurable function b : R x R¢ — R¢ as

1 T
Er(b) = 75 | By [0t X0) = b0, X0I3]

and for the sake of notation simplicity, define the truncated L?-risk with truncation param-
eter R > 1as

1 /T *
Ernlb) = 7 [ Exmpe [0t X0) =V (6, X311 X1 o0 < BY] .

Lemma E.1 (Oracle inequality for velocity estimation). Suppose that Assumptions 1 and 2 hold.
Let T € (1/2,1) and R € (1,+400). Further, assume that for each b € %,

(E.1) max |b(t,z)| < ByaR, (t,x) € [0,T] x RY,

1<k<d

Then the following inequality holds for each n > max;<j<q VCdim(I1; %),

N . VCdlm(Hk,@ ) 1
< 2
Es[er(b)] < 2&3&% Er.r(b) + CATIR <1I£ka§d nlog~1(n) exp(GRZ))’
where the constant 6 only depends on o, the constant C' only depends on d and o, and the constant
AN(T) is defined as \(T') = max{1, sup;c[o 1| azl.

Proof of Lemma E.1. Before proceeding, we introduce some notations, aiming to reformulate
the original velocity matching problem to a standard regression model.

Given a pair of random variables (X, X1 ) sampled from i x 111, define a stochastic process
Y, = & Xo + 3:.X; foreach t € [0,T]. Recall the stochastic interpolant X; = a; X + :X;.
We define the noise term as e; = Y; — b*(t, X3). Since b*(¢,z) = E[Y;|X: = z], we have
Ele/|X: = 2] = 0 for each (t,x) € [0,T] x R% Therefore, in the rest of this proof, it suffices
to consider the following regression model:

(E.2) Y, = b*(t, X)) + e, Xp ~ pu, t ~ Unif[0, 7).

Recall the data set 8 = {(t( XO , X )}" Then we define the data set corresponding
to the regression model (E.2) as { (¢! Xt( , Yt )} for which

X =o)X + ¢ x? and VY = a@t@)x{? + s x.

The noise terms {gﬁi) "_, can be defined by eii) = Y;(i) — b (t, Xt(i)) foreach1 <i <n.
We divide the proof into four steps.
Step 1. Sub-Gaussian noise.
In this step, we show that the noise term (¢;|X; = z) in (E.2) is sub-Gaussian for each
t € [0,7) and z € R?, and aim to estimate its variance proxy. According to the definition of
stochastic interpolant X; (2.1), we have
Y: = cuXo + B Xy = %Xt LB =GBy o),

Qi
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which implies from Lemma D.5 that

(V1 = ) = (@ Xo + G0 1 % = ) = P 00 (x5, = )
¢ t
da n (o — dtﬁt)U n o2 (aufy — dufy)? " o2 Byl B — dufBr)
o ol +o2p2 ai + o237 ar(af +02p2)

where U, , € [0,1]9and e ~ N(0, 1) are two independent variables. Then taking expectation
on both sides of the equality yields
Qy ar(ufy — dufr)

o2 B (B — )
E[Yi| X, = a] = ElUt |
Mo == ot = grog Plelt = o)

Therefore, by the definition of the noise term, the following equality holds
(et Xy = x) = (V| Xy = 2) — B[V} | X, = 7]

(B — )

af + 07

o2 (e — dufr)?
af + 07

lle

(Ut,:c - E[Ut,w]) + \/

Since that the random variable U; ,, € [0, 114, using Hoeffding’s lemma (Mohri et al., 2018,
Lemma D.1) implies that U; , is 1-sub-Gaussian. Further, applying Lemma B.4 deduces that
each element of (g4|/X; = ) is sub-Gaussian for each ¢t € [0,7] and = € R? with variance

proxy

a?(atﬂt — &y f3)? UQ(OétBt — &y fB)?
(af + 0257)? af +a2p}

(E.3) 0% = sup {
t€[0,T]

} < oAT),

where C'is a constant only depending on o.
Step 2. Truncation.

Notice that the velocity fields b* is defined on R%. It is necessary to restrict the original
problem onto a compact subset of R by the technique of truncation. To begin with, we
define the truncated population and empirical excess risks with radius R > 1, respectively,
as

1 T
Ern(b) = 7 [ B [I1°(0.X0) = bt X 3111 o < BY]

Erpn(b) = 37 |0 (1D, X17) — bt @, X{BL{IX e < RY.
i=1

The population excess risk of the estimator b can be decomposed by

o~

(E4) [Eg [5T(b)] < Eg [(‘:T(g) - 5@]{(5)} + [Eg [2115 ST,R(b) - 2§T,R,n(b)} + 2IEg [SAT,R,n(Z)} .

c 9
The first term in the right-hand side of (E.4) corresponds to the truncation error, which is
estimated in the rest of this step. The second term of (E.4) is studied in Step 3. Finally, we
bound the last term of (E.4) in Step 4.
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For each hypothesis b € %, it follows that
2
B | 57 (8, X2) = b(t, X031 Xeloo > R}

< B 160, X0 — b0 X IJEY2,, [101 X > R)]

X~ X~
1/2 1/2 *
B5)  <8(BY,, [Ibe X0)l8) + BYZ,, [I67(¢ X0 [13] ) Pr/2{)| Xl > RY,

where the first inequality follows from Cauchy-Schwarz inequality, and the second inequal-
ity is due to the triangular inequality. The boundedness of the hypothesis (E.1) deduces

(E.6) B2, It X0)|3] < dBZR2.
Then we consider the fourth moment of b*(¢, X;) in (E.5). By using Assumption 2, we have
Yy = @ Xo+ BiX1 2 uXo+ BU +obe, Un~wv, e~ N(0,I),
which implies
E'2[[|Vil13] < BY2|(llasXollz + 18:U 2 + llore]l2)’]
< 27(GlE[) Xol8] + BE[JU13] + o BE[ed])
< 81d(a? + 52 + 0%4%) < CAN(T), te|0,T),

where the second inequality holds from the triangular inequality, the last inequality follows
from Lemma B.7, and the constant C' only depends in d and 0. Consequently,

(E7) B (16 (¢, X0 18] = B2 Bl X13] < BY2[|valls] < ea),

where the first inequality is due to the definition of velocity, and the second inequality follows
from Jensen’s inequality. We next consider the tail probability of X; in (E.5). According to
Assumption 2, we find

Xt g OétX() + ﬁtU + O-Btea U~ Vt o, € N(07 Id)7

which implies from Hoeffding’s lemma (Mohri et al., 2018, Lemma D.1) and Lemma B.4 that
X, is a (a? + B2 + 0%3?)-sub-Gaussian random variable. Then it follows from Lemma B.5
that

R? 2d
(E.8) sup Pr{||X¢||co > R} < 2d sup exp| — < ,
t€(0,1) {e ) te(0,1) ( 2(af + 57 + 025152)> exp(6R?)

where 6 is a constant only depending on o. Substituting (E.6), (E.7), and (E.8) into (E.5)
yields

CA(T)R?
exp(0R2)’
where C'is a constant only depending on d and 0. As a consequence, for each hypothesis
b € 4, it follows that

g 197 (8, Xe) = b(t, X0) [31{| Xelloo > R} < te 0,7,

C\T)R?

(E.9) gT(b) - 5T,R(b) < e){p(w-
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Hence the first term in the right-hand side of (E.4) can be bounded by

C\T)R?

(E.10) Es [gT(g) - 5T,R(g)} < W-

We next bound another truncation term by a similar argument, which will be used in Step
4. It follows from Cauchy-Schwarz inequality and (E.8) that

C\T)R?

(1) y2 () 1/2[ ¢ _(D)\4] p.1/2 (@)
€11 B[ H{IX oo > RY] < B[] P26 oo > RY < (s,

)

where C'is a constant only depending on d and ¢, and the last inequality follows from the
fact that 5% is sub-Gaussian with variance proxy in (E.3).
Step 3. Relate the truncated population excess risk of the estimator with its empirical counterpart.
In this step, we prove the following inequality:
d .
5 VCdim(I1, %
E12) Es[sup &1,n(b) — 267,(0)] < CR2 Y YRS
be# = nlog™(n)
where C'is a constant only depending on d and o, and n > VCdim(II; %) foreach 1 < k < d.
For simplicity of notation, we define the k-th term of excess risks as

1 (T .
E )= 7 [ e (8 X0) = b6, X0 1{] Xl < R}
o LN, i i i i
EF pn(0) = = 301D X7) — b (1D, X))’ L{1 X |0 < R).
i=1
Applying Proposition 3.2, (E.1), and Lemma I.1 yields the following inequality

PN VCdim (11, %A
Eg [sup Er.r(b) — 28%3771(1))} < o2 YOIl %)

1 , 1<k <d,
be# nlog™(n)

which implies (E.12) by summing with respect to 1 < k < d.
Step 4. Estimate the empirical excess risk.
In this section, we shown the following bound for the empirical excess risk of the estimator

d .

_ ~ ) VCdim(I1; %) 1

E1 E ()| <2 inf T)R?

€13)  Es[frna®)] <2inf £ra) + CADR(L =150+ o),

where C'is a constant only depending on d and ¢, and n > VCdim(II; %) foreach 1 < k < d.
It is straightforward that

o~

= 1 & G w /(i NG i i
Lrrn(®) = — 373 (eqi + (D, X)) =5t XN L{1X | < RY

1=1 k=1
o 1 & i
= Erra® + - 3> ()" HIX o < R}
=1 k=1
2 G i * (4 (7 % T 3 i [
2303 e 0P X)) = B, X)) 11X < RY.
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Since b is a minimizer of ETn() over the hypothesis class &, it holds that EAT, Rm(g) <
EATn(g) < EAT,n(b) for each b € A. Consequently,

n

~ ~ 1 d ; ;
Es [Er.n, (D) < £r0) ~Es [ 3 3 (P11 o < )]
ly )P (i i i
+ 285 [ 3 3 b, X115 < RY).
=1 k=1

where we used the fact that E[ETn(b)] = L7(b) and E[sgf,)cb*(t(i), Xt(i))] = 0. For the first
term in the right-hand side of (E.14), we have

n d
Lo () = Bs[ 30 SIS | < R
=1 k=1
1 @) C\(T)R?
(E15) = —|— Eg |:E ; z::l(gtyk)2]l{”Xt Hoo > R}} < ST,R(b) + QW’

where the inequality follows from (E.9) and (E.11). It remains to bound the second term in
the right-hand side of (E.14). Plugging Proposition 3.2 and (E.3) into Lemma 1.2, we have

1M d S ; .
Bs [ 30> el X)X < Y]
i=1k=1
Lo (e, @ VCdim(11, %)
E.16 <-E b)| + CANT)R?S  ————~
( ) — 4 S[ T.R ( } + Z nlog™ T,

where C is a constant only depending d and ¢. Substituting (E.15) and (E.16) into (E.14)
yields (E.13).
Finally, plugging (E.10), (E.12), and (E.13) into (E.4) completes the proof. O

Lemma E.2 (Approximation error). Let T' € (1/2,1) and R € (1,+00). Set the hypothesis class
2B as a deep neural network class, which is defined as

[6(t, %) [|loo < ByelR, [0:b(t,2)|l2 < 3Dk(T)R,
#B=.beN(L,SI): ,

IVb(t, 2)]lop < 3G, (t,z) € [0,T] x R?

where the depth and the width of the neural network are given, respectively,as L = Cand S = C N1,
Then the following inequality holds for each N € INy,

< 2 2 nT—2
jnf Er.r(b) < CR7(T)RENT,

where C'is a constant only depending on d and o.

Proof of Lemma E.2. Denote by B¥ = [0,7] x Bf. According to Corollary ].6, for each
element 1 < k£ < d, there exists a real-valued deep neural network b, with depth L, =
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[logy(d + 1)] + 3 and number of parameters Sy = (22(d + 1) + 6)(N + 1)4*!, such that
1 T * 2
T | B [(But X0) = Vit X)) X < R}
d
< = bileme, < C(TI0BE ey + B2 S 10WBE )V

where C is a constant only depending on d and ¢, and the first inequality follows from
Holder’s inequality. Then we construct a vector-valued deep neural network b(t,z) =
(br(t, x))gzl with depth L = max;<j<4 L; and number of parameters S = Zzzl S, such
that

1 T
T | i [t X0) = bt XL X e < BY

v [ B [ 060050 0200 X0 10X < Y]
= T 0 ad 3 -

d
< O(T2 3 101 o, + B2 Z Z 10607 17 (i) ) N 2 < C'W*(T)RPN 2,
k=1 (=1k=1

where C and C’ are two constants only depending on d and o, and the last inequality holds
from Propositions 3.5 and 3.8. This completes the proof. O

Proof of Theorem 3.10. Setthe hypothesis class as thatin Lemma E.2. Accordingto LemmaE.2,
there exists a vector-valued deep neural network b € & such that

' < Op2 2 A7 —2
(E.17) ggggTR(b) < Cr*(T)R°N~=,

where C is a constant only depending on d and 0. On the other hand, by applying
Lemma B.12, the VC-dimension of this deep neural network class % is given as

(E.18) VCdim(II,2) < CN%*1log N,

where C'is an absolute constant. Plugging (E.17) and (E.18) into Lemma E.1 yields

Es [67(D)] SCRQ(”2(T) n MT)N4H log N AT) )

N2 nlog™'n exp(OR?)
1  N%llog N 1
< Cr*(T)R?
< OR¥(T) <N2 nlog™'n +exp(9R2))’

where 6 is a constant only depending on o, and C'is a constant only depending on d and o.
Here the last inequality follows from the fact that

MT) = sup &2 <C' sup ( + M) = C'KY(T),
af

Qg
where C' is a constant only depending on o. By setting N = Cnﬁ, we obtain that
(E.19) Es [ST(?)\)] < Cr*(T)R? (n_rzw log(n) + exp(—HRQ))

Then by substituting R? = log(n)0~!, we obtain the desired result. O
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E.2. Proof of Corollary 3.11. Before proceeding, recall the probability flow ODE with exact
velocity field (2.4) and estimated velocity field (3.2), respectively, as

dZ(t) = b*(t, Z(t)dt, te (0,T),

(E.20) 20) = Z,
and

dZ(t) =b(t, Z(t))dt, te (0,T),
(E.21)

Z(0) = Zy.
The following lemma bounds the particle error by the velocity error.

Lemma E.3. Let || %||1ip be the uniform Lipschitz constant of b € 9. Then it follows that

1Z(T) = Z(T)|2 < exp(]| BluipT) /OT 16" (, Z(¢)) = b(t, Z(t))][2 dt.

Proof of Lemma E.3. It is straightforward that

iz - 208 =3 Lz - )
dt e g
d
= 9 3°(Zu(t) — Ze) Bt Z(0)) — bi(t, Z(1)))
k=1
(E22) < 21 Z(t) — Z(0)|12b* (1. Z(8)) — blt, Z(2))]

where the second inequality follows from (E.20) and (E.21), and the inequality holds from
Cauchy-Schwarz inequality. On the other hand, we find

d > 5 d .

(E.23) 12 = 213 = 212(8) = Z@) 23 12(8) = Z(#)ll>-
Combining (E.22) and (E.23) implies

d 5 . ~. 5

3 12() = Z(@)ll2 < [17(t, Z(2)) = b(t, Z(1))][2-
Then using the triangular inequality implies

d 5 . ~ ~ ~. 5
2@ = Z@O)ll2 < [167(8, Z(2)) = b(t, Z(1) |2 + [Ib(t, Z(2)) — b2, Z(2)) 12
< [16°(t, Z() = b(t, Z(O)ll2 + bllLip| Z(2) = Z(1)]l2.

By using Gronwall’s inequality (Evans, 2010, Section B.2), we have

~ —~ T ~

1Z(T) = Z(T)[l2 < eXP(HbHLipT)/O 1% (¢, Z(t)) — b(t, Z(1)) ]2 dt.

This completes the proof. O

Then we turn to estimate the distribution error using the particle error bound derived in
Lemma E.3.
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Proof of Corollary 3.11. According to Lemma E.3, we have

~ T ~
12(T) = Z(T)[|2 < eXP(H%’HLipT)/O 1% (2, Z(t)) = b(t, Z(1)) ]2 dt.
Taking expectation with respect to Zy ~ 119 implies

W3 (nrs fir) < Bzgp [12(T) = Z(T)13]

T ~
< exp(2ZluipT) | Exime [0t X0) = blt, X)) .

where the first inequality follows from the definition of 2-Wasserstein distance and Jensen’s
inequality. Substituting Theorem 3.10 into the above inequality completes the proof. O

AprPENDIX F. PrROOFs OF ResuLTs IN SECTION 3.4

In this section, we present the proof of Theorem 3.12 and Corollary 3.13. Recall Euler

scheme (2.9) as
Zy=Zpy +0(ty_1, Z 1)1, 1<k<K,

(F.1) ~
Zo = Zo.

The following lemma states the discretization error of Euler method, which uses some
standard techniques in the numerical analysis for the forward Euler method (Iserles, 2008,
Theorem 1.1).

Lemma F.1 (Discretization error of Euler method). Let || %||vp be the uniform Lipschitz constant
of b € A. Then it follows that
T exp(||Z|lLipT) — 1

1Z(T) = Zillz <
K 1% |ip

Dk(T)R.

Proof. The proof is divided into two steps.
Step 1. Local truncation error estimate.

Consider the Taylor expansion of A (tg+1) around t = ty,
2

_ _ d - a2 5
(F.2) = Z(tx) + b(tw, Z ()T + 0,b(0, Z(0))72,

where 0 € [ty tr+1], and the second equality holds from the ODE (2.4). Recalling the forward
Euler method (2.9)

(E.3) Zis1 = Zy + b(ty, Zy)7.
Subtracting (F.3) from (F.2) yields

1Z(tkr1) = Zigallz < 1Z(t) = Zill2 + I1b(tk, Z(tk)) = b(t, Zi)||27 + Dr(T) R
(F4) < (L+ |2luip7) |1 Z (tr) = Zill2 + DR(T) R,

where the first inequality holds from the triangular inequality and Proposition 3.8, and
| #||Lip denotes the Lipschitz constant of b with respect to the second variable. According
to the definition of the hypothesis class % in Theorem 3.10, we have || %||ri, < 3G.
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Step 2. Global truncation error estimate.
We now show that the following inequality holds

(1+ | #BlLipT)* — 1

(E.5) Z tr —Ek <
12(2) - 2l < L LE "

Di(T)R7, 1<k<K.

We prove (F.5) by induction. When k = 1, since that 7 (0) = Zo, it follows from (F.4) that
1Z(t1) = Zull2 < 6(to, Z(t0))7 + Dr(T)Rr?,
which satisfies (F.5). For general £ > 2 we assume that (F.5) holds up to £ — 1. Then
applying (F.4) implies that
1Z(tr) = Zillz < (1 + |8 ipT) 12 (tr-1) = Zi-1ll2 + Dr(T) R

(1+ | Blluipr)* — 1
I

< Dk(T)Rr,

which proves that (F.5) is true for k. Therefore, we have verified the inequality (F.5).
Substituting K7 = T'and (1+||%||Lip7)* < exp(||Z||LipkT)into (F.5) completes the proof. O

Proof of Theorem 3.12. Combining Lemmas E.3 and F.1, we have

1Z(T) = Zk|l2 < | Z(T) = Z(T)||2 + | Z(T) — Zk |2

TDr(T) R)'

T -
< exp(| B D) ([ 16°(t 2(0)) = Bit, Z(0)) [ dt + ——

Taking expectation with respect to Zy ~ po implies

W3 (pr k) < Bzomno [12(T) = Zicll3]

T2D%x%(T) _,
R,
Combining this inequality with Theorem 3.10 competes the proof. O

T N
< 2exp (2| By T) /O x| 67 (8, Xe) = B(t, X3) 3] dt +

Proof of Corollary 3.13. We first show that

(F.6) Wa(pr, p1) < max{ar, 1 — Br}Wa(puo, p1)-

Indeed, let Xo ~ po and X; ~ p; be two independent random variables. Then X7 =
arXo + frX; is arandom variable obeying p7. It follows that

| X7 — Xill2 = |larXo — (1 — Br) X1 |2 < max{ar,1 — B} Xo — Xi]2.

Taking expectation on both sides of the inequality with respect to X, and X; and recalling
the definition of 2-Wasserstein distance implies (F.6).
According to the triangular inequality of the Wasserstein distance (Villani, 2009, Chapter
6), we have
Wa(lik, m) < Wallik, pir) + Walpr, pi1)
< Wa(fi, pr) + 2 max{oy, 1 — B} Wa(po, p1),

where we used Lemma F.6. Combining this with Theorem 3.12 implies the desired result. [
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AprPENDIX G. PROOF OF REsuLTs IN SECTION 3.5

In this section, we aim to prove Theorem 3.14. Towards this end, we first relate the aver-
aged 2-Wasserstein distance of the characteristic generator to its L?-risk by Lemma G.1. Then
an oracle inequality of L?-risk are proposed in Lemma G.2. Finally, by substituting approx-
imation and generalization error bounds into the oracle inequality and using Theorem 3.12
completes the proof.

Lemma G.1. Let g; s be the estimator defined as (2.11). Then it follows that

2 T rT 2 R
ﬁ/ / W3 (.%,s)jj,ut,MS) dsdt
< ]EZON/.LO T2/ / Hg t S, Zt) (t S Zt)||2 det]

Proof of Lemma G.1. According to the definition of 2-Wasserstein distance as Definition 1.3,
it follows that

Wg((ﬁt,s)ﬁﬂm,us) < Ezjuo [Hﬁ(t, 8, Zt) — ZS||%}

Integrating both sides of the inequality with respectto 0 <t < s < T deduces

9 (T [T 2 ~
ﬁ/ / W3 (.%,s)jj,ut,MS) dsdt

= T2/ / EZo~p0 ”Z g(t, s, Zt) I3 }dsdt

= / / Eztw[llg (t,s, Z) — §(t, s, Zy)||3 }dsdt

= Ezyps T2/ / lg* (¢, Z0) — G(t. s, Z0)|3 dsd],

which completes the proof. O

Lemma G.2 (Oracle inequality for characteristic fitting). Suppose Assumptions 1 and 2 hold.
Let T € (1/2,1) and R € (1,400). Further, assume the hypothesis class & satisfies the following
conditions for each (t,x) € [0,T] x R%:
(i) supi<p<algr(t, s, )| < Baow R,
(ii) ||0eg(t, s, )2, ||0s9(t, s, z)||2 < 3Bya R, and
(i) [Vg(t, s, 2)|lop < 3 exp([|Bl|LipT)-
Then the following inequality holds for each m > maxj<y<q VCdim(I1;¥),

E; [Rr(g9)] < ;Iel(fq Rr,r(9) + CW3 (i, pr)

VCdim(II;¢) CR?  CR?

CR* m
+ 12624 m log™t(m) K exp(0R?)’

where the constant 0 only depends on o, and the constant C only depends on d and o.

Proof of Lemma G.2. Recall the set of m random variables Z = {Zéi)}z’-'il iid. sampled from
o. Further, let Zt(l) denote the solution of the ODE (2.4) at time ¢ € [0, 1] given initial value
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Z(gi) for each 1 < i < m, and let Zlgz) denote the solution of Euler method (2.9) given the
same initial value Zéz) attime k7 for1 < k <d.
We first recall the empirical risk of the characteristic fitting:

. ) m K-1 1
REuler _ 2 : § : - (Z)

(G‘l) K-1 K-1

+YY 128 = g(kr, b7, 2 )||§}.

k=0 {=k+1

Then replacing Euler solutions {Z ,gi) :1 < k <d}", in the empirical risk by exact solutions
{Z ,gl) 1 <k < d}*, of the ODE (2.4) yields an auxiliary empirical risk

. 92 m K-1 1 . ; ;
R ic(9) = —5 > { > g llg" (ko kr, Z2) = glkr k7, Z,2) 3

mK?2
=1 k=0
G2) K—-1 K-1
33 g b tr, 22) - gk b, ij))\\%}.
k=0 (=k+1
Next we introduce a spatial truncation to (G.2), which implies the following risk:
N (i) (i)
RTRmK g) K2 z Z { \g*(kr, kT, 2,)) — g(kT, kT, ZkT)H%
=1 k=0
(G.3) K1
+ 3 gtk br, i) = glbr b, Z£?>rr§}n{rrZ£?\\oo < R}.
(=k+1

We then define the following semi-discretized risk, which replaces the empirical average
with respect to first two variables in (G.3) by its population :

(GA) Rrpmlg) = — i {2/T /T lg*(t, s, 2") = gt 5, Zi)31{1 2" ||o < R} dsdt}.
AL, m Pt T2 0 . )9y ) Oy L 2 t =
Finally, recall the population risk of the characteristic fitting

2 T T »
(G5) Re(9) = B[ 75 [ [ 18"(t5.20) = gt Z0) [ dsct].

of which the spatial truncated counterpart is given as

GO Rrnlo) =Bz [ | ' / 7 (5, 20) = glt, 5, Z0 311 Z2lle < R} ds].
According to definitions (G.1) to (G.6), it is straightforward that for each g € ¢,
Rr(g) < (RT@) - RT,R@)) + (RT,R( ) — 2R7, R (3 )) + 2(RTRm( g9) — ﬁT,R,m,K(./q\))
- Q(ﬁT,R,m,K@) - ﬁT,m,K(/g\)) <2RTm k() — R?"ﬂf}@)) + ﬁ%%’f&((g)v

where the inequality follows from the fact that g is the minimizer of the empirical risk
minimizer RE‘ﬂerK over the hypothesis class ¢. Taking expectation on both sides of the
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inequality with respect to Z ~ p* yields

E; [Rr(9)] < (RT( 9) — Rr.r(g )) +]EZ[SUPRTR( )—QﬁT,R,m(g)]
geY

(G.7) +21EZ[RTRm( ) — Re,rom, i (§ )] +2]EZ[RTRmK( ) — RTmK(Q)]
+ Bz [ 2R 10(8) — REM(@)] + inf Bz [REN(9)],

where we used the inequality sup(a + b) < sup(a) + sup(b).
Up to now, the L2-risk of the estimator g is divided into six terms by (G.7). In the
remainder of the proof, we bound six these error terms one by one.

(i) The first term in the right-hand side of (G.7) measures the error caused by the spatial
truncation, for which
CR?

exp(0R2)’

where the constant 6 only depends on ¢, and C' only depends on d and o.

(G.8) Rr(9) — Rrr(g) <

(ii) The second term in the right-hand side of (G.7) is known as the generalization error,
for which

- VCdim(I1;,9)
. E R — 2R < R2
(G Z[?;lelg 7.8(0) = 2Rz, m(g )} ¢ 124 mlog~'(m) ’

where the constant 6 only depends on o, and C' only depends on d and o.
(iif) The third term in the right-hand side of (G.7) is led by the time discretization. It
holds for each g € ¢ that
CR?
K )

where the constant 6 only depends on ¢, and C only depends on d and o.

(G.10) ﬁT,Rﬂn(g) - ﬁT,R,m,K(g) <

(iv) The fourth term in the right-hand side of (G.7) is also a truncation error. By an
argument similar to (G.8), it holds that
CR?
exp(6R?)’
where the constant # only depends on ¢, and C only depends on d and o.

(v) The fifth term in the right-hand side of (G.7) is caused by the error of Euler method,
for which

(G.11) Ez [ R, (§) = Rm i ()] <

(G12) Ez |Rrn,x(9) — 2REN(9)] < CW3 (e, ur),

where the constant § only depends on ¢, and C' only depends on d and o.
(vi) The sixth term in the right-hand side of (G.7) is the empirical risk of the estimator.
Using the definition of the empirical risk minimizer, we deduce
CR? n CR?
K exp(6R?)’

(G.13) E:[RE(9)] < inf R pl9) + CWS (e, ) +

where the constant 6 only depends on o, and C' only depends on d and o.
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Plugging (G.8) to (G.13) into (G.7) obtains the desired result.
Step 1. Estimate the first term in the right-hand side of (G.7).
For each hypothesis g € ¢, by an argument similar to (E.5), we have

i |97 (b5, Z0) = 9(t, 8, Z0) 131411 Zill oo > R}

<EY2,. [l9°(t:5, Z0) — a(t, 5, Z) |32, [1{]| Zelloe > R}]

T~ it Lyt
1 2 1 2
(G.14) < 8(BJ2,, [1Z:118) + B2, [llo(t, s, Z0) 18] ) Pr/2{)1 Zilloo > R},

where the first inequality holds from Cauchy-Schwarz inequality, and the second inequality
is due to the triangular inequality. By using Assumption 2, we have

Z, 2 X, 2 a,Xo + BU + 0fse, U €Ew, e~ N(0,1y),
which implies by an argument similar to (E.7) that
E/?[1Z:113) = BX2 [1X013] S B o [lasXolla + 1B:Ullz + lloBaell2)
< 27(aEx, [I Xoll] + 8E0 IUNE] + o*8E 1))
< 8ld(ag + 55 + 0*B;),
where the last inequality follows from Lemma B.7. As a consequence,
(G.15) 7 [lo*(t,s, Z0)ll3) = B/*[11Z13] < €

where the constant C' only depends on d and o. Additionally, by using the boundedness of
g € 4, we have

(G.16) B2 [lg(t, s, Z)|3] < dBfoy R2.
Further, using (E.8) yields
2d
(G.17) sup Pri||Zi|lcc > R} = sup Pr{||X¢|lco > R} < ———5,
s Pl > R} = sup Pr{IXillo > R} < oy

where 6 is a constant only depending on o. Substituting inequalities (G.15), (G.16) and (G.17)
into (G.14) deduces
CR?
exp(6R2)’
where C is a constant only depending to d and o. Finally, combining the above inequality
with definitions (G.5) and (G.6) completes the proof of (G.8).
Step 2. Estimate the second term in the right-hand side of (G.7).
For simplicity of notation, we define the k-th term of Rz g (G.6) and ﬁT, rm (G.4), respec-

Bz |l6° (85, Z0) = Gt 5, Z0) 311 Zi]loo > RY| <

tively, as
k 2 (T 2
R7.r(0) = Ezymu ﬁ/ / (95(t, s, Z1) — gr(t, s, Z1))*1{|| Zt||oo < R} dsdt},

~ 1 &
k z)
R () = — 3 T2/ / 005, 2) — gt 5, Z8)21{1 2 oo < RY dsdt ).

=1
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Applying the boundedness of g € ¢, Proposition 3.3, and Lemma I.1 yields

o VCdim(I1,:4)

1<k <d.
mlog=t(m) ’ -

Ez | sup RE, r(g) — 2Rf g m(9)] < C
geY

Summing the above inequalities with respect to 1 < k < d completes the proof of (G.9).
Step 3. Estimate the third term in the right-hand side of (G.7).
For each fixed = € By, we define an auxiliary function

ult,s,x) = [lg"(t,s,2) = g(t,s,2)[3, 0<t<s<T, zeBy.
It is apparent that the following inequality holds for each 0 <t < s < T'and z € B¥,
(G18)  [deult, s,2)| < 2llg"(t,5,2) — g(t, 5, 2) |2 009" (t, 5,2) — Deg(t, 5, 2)||l2 < OR,

where the first inequality follows from Cauchy-Schwarz inequality, and the last inequality
used Corollaries 3.3 and 3.4, and the definition of hypothesis class ¢. Here the constant C
only depends on d and ¢. By the same argument, we have

(G.19) 0su(t,s,z)| <CR?*, 0<t<s<T, zcBy.

Substituting (G.18) and (G.19) into Lemma G.3 yields (G.10).
Step 4. Estimate the forth term in the right-hand side of (G.7).
We use an argument similar to Step 1. For each 0 < k < /¢ < K — 1, it follows that

Ez|llg* (k. 7, 2{)) = lkr, br, ZL) 311 2 o > RY]
1/2 * 7 1/2 [~ 7 1/2 7
< 8(Ey*[lg* (k. £r, ZE)I3] + B *[1gkr, 7, 28 14]) )Y [111 22100 > RY]

G20)  =8(B?[12218] + B2 [llg(kr, e, ZED11E] ) P2 {112 oo > R,

where we used Cauchy-Schwarz inequality and the triangular inequality. Substituting
inequalities (G.15), (G.16) and (G.17) into (G.20) yields that for 0 < k </ < K — 1,

CR?
exp(6R2)’
where C'is a constant only depending on d and ¢. Combining (G.21) with definitions (G.2)
and (G.3) deduces (G.11).
Step 5. Estimate the fifth term in the right-hand side of (G.7).

Foreachl <i<mand 0 < k </{ < K — 1, it follows that

(G21) Ez|lg* (b, 07, Z)) — glor, b7, ZE) 31412 oo > R} <

12" ~ g0k 7. 20
<12 = 21l + 128 = glkr, e, ZQD) o + gk, 07, 2)) = G(kr £, Z7) I3
<127 = 2Nz + lg* (kr. br. 2) = (k. 07, Z2) o + 0ol 2 — 2,212
where we used the triangular inequality. Squaring both sides of the inequality yields
128 - g(kr, o7, Z{)|13

(G22) <42 = ZONB + 41913128 — ZE213 + 2llg* (kr, br, Z)) — Gkr, £r, ZE))|3.
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Substituting (G.22) into (G.1) deduces

m —

R (9) { (4122 - 2213 + 4l 2 - 2213)
K-1 ) ) . ) ~
- (4\|Zé” — 213+ 419112 - Z2113) } + 2Rk (9)
{=k+1
<A1+ |l — Z 128 = Z213 + 2R m i (9),

where the last inequality holds from the fact that
12 — 202 < |12 = 29012, 0<k <K -1,

which has been shown in the proof of Theorem 3.12. Consequently,
SEuler [~ =) ~ ~ J AP i i
RENN(G) = 2R i (3) < 40+ [13)— D125 — 23,
i=1
Taking expectation on both sides of the above inequality with respect to Z and plugging
19]lLip < 3exp(GT) imply

(G.23) Ez[REW K (0) = 2Rrm i (9)] < CW3 (e, pir),

where C'is a constant only depending on d and ¢. By the same argument as inequality (G.23),
we can obtain (G.12) immediately.
Step 6. Estimate the sixth term in the right-hand side of (G.7).

For each fixed g € ¢ independent of Z, it follows that

Egz [ﬁzEﬂurler (9)} = Ey [ﬁ%ﬂfﬁ{(g) - 27€T,m,K(g)} + 2E;, [ﬁT,m,K(g) - ﬁT,R,m,K(g)]
+ 2By {ﬁT,R,m,K(g) - ﬁT,R,m(g)] + 2y [ﬁT,R,m(g)]7

where the first term can be estimated by (G.23), the second and third terms can be bounded
by an argument similar to (G.11) and (G.10), respectively. For the last term, we have
Ey [ﬁT rm(9)] = Rr,r(g9). Combining above results yields (G.13). O

Proof of Theorem 3.14. According to Lemma E.2, the following inequality holds

CR?
(G.24) ;fel(f/RTR( g) < N
where C is a constant only depending on d and o. On the other hand, by applying
Lemma B.12, the VC-dimension of this deep neural network class ¥ is given as

(G.25) VCdim(II;¥¢) < CN42log N,
where C'is an absolute constant. Plugging (G.24) and (G.25) into Lemma G.2 yields

CR?

R Ni+2loe N CR? CR?
Ez[R1(3)] < <5 + CW3 i, pr) + CR* m g

1<k:<d mlog™ 1(m) K * exp(6R2)’
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where C' is a constant only depending to d and o. By setting N = Cm#i and R? =
log(m)f~1, we have

g = B Cl
Ez[Rr(§)] < Cm™ 7 log?(m) + CWE(fic, ) + (}g{(m,
Finally, we relate Rr(g) to D(g) by Lemma G.1. Finally, using Theorem 3.12 completes the
proof. -

We conclude this section by giving an error bound for 2-dimensional numerical integral.

Lemma G.3. Let T > 0 and K € Ny. Assume that u € W1°°([0, T)?). Define the step size as
7 =T/K, and define {t, = (7}, as the set of time points. Then it follows that

72 XK

—5 = - dsd
w(lp_1,tp_1) + E U(Tp_1,tp— //us,t sdt

l=k+1
T
< (19l oo jo,772) + HasuHLOO([O,T]Q))?'
Proof of Lemma G.3. According to the Taylor expansion of u(s,t) around (tx_1,t,—1) with
1 <k <{<K,itfollows that

(G.26) u(t,s) = ultp_1,te_1) + Ou(Oh_1,te—1)(t — tp_1) + Osul(tr_1,05_1)(s — te_1),

where 0! | € [ty_1,t] and 6 | € [t;_1, s].

For 1 < ¢ =k < K, integrating both sides of (G.26) on (¢, s) € [tx—_1,tx] X [t,tx] yields
2
-

ti tr
[ [t dsdt - uttios i)
t 1 Jt 2

tr 173
:atu(eg_l,tk_l)/ (tk—t)(t—tk_l)dt+asu(tk_1,a,§_1)/

te—1 te—1

Uk
/ (s —tg—1)dsdt
t

-3 -3
= Opu(B)—1, th1) 5 + Osulte—1, 0i1) 5,
where we used the fact that ¢, — t,_; = 7. By summing both sides of the above equality

with respectto k =1, ..., K, we obtain

. SIAA
L Nty th) — / / u(t, s) dsdt
2K? (o k=1"tk—1 /1

T3
(G.27) < sup  {|Gu(t, s)| + 0sult, )|} 575
(t,8)€[0,T]2 3K

For 1 < /¢ < k < K, integrating both sides of (G.26) on (¢, s) € [ty—1,tk] X [te—1,te] yields

23 te 9
/ / u(t,s)dsdt — u(tp_1,te—1)T
te—1 Jte—1

tL ty
= dyu(fj1, te—l)T/t (t — tp—1) dt + Osu(tp—1, 95_1)T/t (s —te-1)ds
k—1 -1
3 3
= atu(ngl, te_l)? + 8su(tk_1, 6?71)?
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By a similar argument to (G.27), it follows that

T2 K X tk [t
T2 Y ultin i) - ZZ/ / u(t, s) dsdt
k=1/¢=k+1 k=1/¢=k+1
(G.28) < sup  {|Owu(t,s)| + |Osul(t, s) ]}
(t,5)€[0,T)?
Summing (G.27) and (G.28) completes the proof. (]

ArpeNDIX H. Proor or Resurrs IN SEcTION 3.7

First, analogous to the construction of b*(t,z) and g*(¢, s, ) under Assumptions 1 and
2, we construct a d*-dimensional velocity field b*(t, %), and its corresponding ODE flow

gr(t,s, ).

Definition H.1. Let X, ~ fip = N(0,14+) be independent of X1 ~ i1 = N(0,0%14) * U
where v is from Assumption 3. Let )~(t = atXO + Btf( 1. Then, we define

b(t, %) := B[ Xo + /X1 |X; = 7], TeRY.
Also, we define the ODE flow corresponding to b*(t, %) as §*(t,5,%),0<t < s < 1.

By directly transferring the regularity estimates for b* and ¢* from Section IIL.B of the
main text, we obtain the following regularity characterization for b* and §*. Here, we denote
by BS the /s, ball in R?" with radius R.

Lemma H.2. Let T € (1/2,1), R € (1,400) and (t,%) € [0,T] x BY. Then, it holds that

max (Bt )| < Buaki V5 (ta)lop < G5 0" (1,3)]2 < Dr(T)R,

where the constants By, G and D only depend on d* and o, and x(T) is from Proposition 3.8.
Lemma H.3. Let T € (1/2,1), R € (1,400),0 < t < 5 < T and x € BY. Then, it holds that

\max |Gk (t 5, 7)| < BuowR;  ||VG (£, 5, %)l|op < exp(G);

max {07 (¢, 5,2)ll2, 105" (£, 5, %) 12 } < Biow R,
where the constants Baoy and By, only depend on d* and o, and G is from Lemma H.2.

Under Assumptions 1 and 3, with the aid of b* and §*, we can decompose b* as b* = b] + b3
and ¢g* as g* = g7 + g5, where b} and g} are directly related to b* and §*, respectively, and can
be regarded as the components of b* and g* in the space W, which are essentially functions
of dimension d*. On the other hand, b5 and g5 can be considered as the components of b* and
g* in the orthogonal space W=, and can be approximated by small-scale neural networks.
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Lemma H.4. Under Assumptions 1 and 3, the velocity field b*(t, x) and the probabilistic ODE flow
g*(t, s, x) have the following decomposition:

by + o2 BBy
af + o2t

2 232
* ~ T a5 +o B T
(H.2) g°(t,5,2) = PG (65, Pra) 4/ 5o (la = PP )z

where P € R is from Assumption 3, b*(t, %) and §*(t, s, &) are from Definition H.1.

(H.1) b*(t,x) = Pb*(t, PTx) + (I;— PPz

Proof of Lemma H.4. By Lemma D.2 and (D.1), it holds that

(H.3) b (t,z) = gzx+ (gi—i)v log pi () ,

where X; ~ pi(x). Letting X; ~ pt(Z), we analogously get that

Tx ~ Bt ~ Bt ) ~ =
H.4 b*(t,2) = 2 +a; (5 ——)Vzlo zeR.
(H4) (4.7) = 57+ ab (G = ) Valog (),
By Assumption 3,
(H.5) X, = o Xo + B X1 £ oy Xo + B(U + 0 Z')

4 Vo2 + 02827 4 BU = /o2 + 02827 + B PU .

where U ~ 7, U = PU ~ v, and Z,7" ~ N(0, I) are independent of U, U and X,. Note that
we have applied the sum property of independent Gaussian random variables in the third
equality above. By (H.5), we expand p;(z) as follows:

! iz — Buul3
= X - - 4 d
" ag+0252"/ o 5 i) 1

- m/ (Gt o Y] st )

o AP, ) s,

rm/ e

where we have used the conditional density of U given U = @ is & pi(u). Here, d,(x) denotes

the d-dimensional Dirac delta density concentrated at a. Since we have x = (I; — PP ")z +
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PP"z,and ||Pyll2 = ||y||2 for any y € R?", it further holds that

—||(I; — PPT PPz — B,Pul?

1
V== [ 2o + 2 B7)
1 (s = PPT)2l3 — |PTe — B3
= d
md,/a§+gzﬁ3d/ exp{ 2(a +0257) } ()
T 2
Zﬁt(PTx)' _H(Id_PP )$||2}

1
+ exp
d—d* d—d { 2 062 +U2 2
NOT /O‘%+02:8t2 ( t 5t)

Thus, we have

B o (I;— PP")x
(H.6) Ve log py(x) = PV3log pi(P z) — YT

Combining (H.3), (H.4) and (H.6), we conclude that

iy + 02 BBy

H.7 * — Pb*(t, P
( ) b (t,l') b (ta ZL‘) + O[% _’_0_2/83

(I — PPz,

Now, Let
iy + 02 By By
of + o7

Denote by ¢1(t,s,x) and g2(t, s,z) the ODE flows corresponding to b;(¢,x) and by (¢, x),

bi(t,x) = Pb*(t,PTx), bo(t,x) =

respectively. Note that g2(¢, s, 2) has an explicit expression, namely:

(t,s,7) =z -ex {/S arbr + o?B:b, dT} _ eatos 025333

e U A Vo roeE”

Let z(7) be any solution trajectory of the ODE dx(7) = b*(7, (7)) dr, where 0 < 7 < 1. For
any given 0 <t < s < 1, it holds that

(H.8) g*(t,s,2(t)) = x(s) = PP a(s) + (I — PP )a(s).

By (H.7) and PTP = I;., we have

PP x(s)— PP x(t) = PP" / b*(7, (7)) dr
t
ardr + 0'2@1'67
a2+ 0252

= pp’ /t ) |Pb* (7, PTa(r)) + (I — PPT)a(r)| dr

= /S Po*(r, PT(PP x(7))) dr = /S by (7, PP (7)) dr,

which means PP T x(7) is a solution trajectory of the ODE dz(7) = by (7, Z(7)) dr. Thus, it
holds that

PP xz(s) = gi(t,s, PP x(t)).

Similarly, we can obtain

a2 + o232
(I — PPNa(s) = ga(t, s, (I; — PPT)x(t)) = ’/M([d — PPNa(t).
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Combining these with (H.8), and due to the arbitrariness of x(t), we can infer that

2 2132
% T [as + o ,8 T
(Hg) g (t,57$) = g]_ (t,S,PP SU) "‘ m(.{d — PP )SU

Further, let Z(7) be any solution trajectory of the ODE dz(7) = b*(r,%(r))dr,0 < 7 < 1. For
any given 0 < t < s < 1, it holds that

Pi(s) — P3(t) = P /t B (r, 3 (r)) dr = /t " Pi (7, PT(PF(r))) dr = /t by (r, PE(r)) dr
which means PZ(7) is a solution trajectory of the ODE dz(r) = by (7, z(7)) d7. Thus,
91(t, s, PE(t)) = Pi(s) = Pg*(t,s,i(t)) = q(t,s,PT) = Pg*(t,5,7), V¥eR".
Forany x € RY, let # = P"z. Then, we have
g1(t,s, PP"z) = Pg*(t,s,P'x).
Combing this with (H.9) concludes the proof. O

Lemma H.4 reveals a low-dimensional structure in b* and g¢*, enabling neural network
approximations with complexity depending on the intrinsic dimension d* rather than the
ambient dimension d. We first establish the approximation result for the manifold-structured
velocity b*.

Lemma H.5 (Approximation under manifold-structured velocity). Let T € (1/2,1) and R €
(1,4+00). Suppose b* admits the decomposition in (H.1):

(H.10) b (t,x) = Pb*(t, P x) +~(t)(Ig — PP")z,

where P € R has orthonormal columns, b* satisfies Lemma H.2, and ~(t) := %ﬁ%m Set
t t

the hypothesis class % as a deep neural network class, which is defined as

[b(t, 2)[loo < BmanR, [|0:b(t,)||2 < DmanR,
B=.beN(L,S):
||Vb(t>x)||0p < Gman, (t,z) €[0,7T] x R?

where the depth and the number of nonzero weights of the neural network are given, respectively, as
L=CandS = CN¥*L Then the following inequality holds for each N € N,

(H.11) inf Erp(b) < Cr*(T)R* N2,
SZ

Using Lemma H.2, we have admissible choices for Bman, Dman a1d Gman as follows:
Bran = \/g(ével\/di* + 'Ymax)y Dpan = 3\/&(5 K(T) + 'Ymax)v Gman = 3(6 + 'Ymax)

With Ymax = max{||v|| ze(o,17)s 17l e (jo,7) } finite by Condition 1. And C denotes a constant
may only depend on d*, d and o.

Proof of Lemma H.5. Write b%(t, z) := Pb*(t, P z), b3(t, ) := y(t)(Is— PP )z and b*(t, z) =
bi(t,x) + b5(t,z). We complete the proof through following three steps. Note that for a
vector function f : R — R? and a bounded set K € R, its L>°(K)-norm is denoted as

[fllzoe () := ML ll2ll £oe (20)-
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Step 1 (Approximate b). Set R’ := /d R. Denote by INBR/,T = 10,77 x INB%O,. Under Lemma H.2,
we can apply Lemma E.2 to construct a vector-valued neural network b € N(L, S),b : R%" —
R with depth L = 'y and number of nonzero weights S = Co N d*+1 such that

16— b*

e @, ) < Car(T) RN = CsVdk(T)RN ™,

Now, set by (t,z) := Pb(t,PTz). The lifts z — P’z and u — Pu are affine with O(dd*)
weights. Since ||P"z|s < R’ for ||z|| < Rand ||PZ|2 = |72, we have

b1 = bz ) = IPBC PT) = PE P ey < 16— 8

Bgr,T Br,T HLOO (%R/,T).

Here, (', C3 and Cs are constants only depending on d* and 0. Moreover, since || PZ||oc <
RV/d* for ||Z|| < R, by Corollary J.6 and Lemma H.2 we have

Vb1 |lop < 3G, 10:b1 |2 < 3D x(T) RV, 161]|00 < Byel RV dd*.

Step 2 (Approximate b3). By Corollary J.6, we first approximate v(¢) on [0, 7] by an 1-D network
Yo of L =3 and S = 28(N + 1) with |[vg — || £ (jo,17) < Cy;N~!and 1976 Lo (0,77) < 3Vmax-
Setby(t, ) := v4(t)(I— PP")x. Thelinear map z ~— (I — PP")x is affine with O(d?) weights.
The coordinate-wise products vy (t) - (I — PP")x);, j = 1,...,d are realized via Lemma J.2,
adding one ReQU hidden layer and 12d parameters. Then

b2 = 5]| Lo By < V6 — Y oo (0,17 RV < C4RVAN Y,
while [|[Vba|lop < Ymax, [[Ob2]|2 < 3Ymax RVd and 12|00 < Ymax RV d. Here Cy is a universal

constant.

Step 3 (Aggqregation). We set b = by + bo as the final network, which implements add operation
in the output affine layer with O(d) weights. The total extra overhead is O(dd*) + O(d?) +
O(N), which is absorbed into L = C5, S = Cg N4 +1. Combining Step 1 and 2 gives

16— bl oo ppy < 151 = Billoe ) + lIb2 = b3l o (B ) < Cra(T)RN T,

Br,7
which yields &7 r(b) < Csk?(T)R?N 2. Furthermore,

IVbllop < 3G + Ymax,  [|94bll2 < BRVA(DA(T) + Ymax);  [Blloc < RVA(Buar Vd* + Yimax)-
Here, C5, Cg, C7 and Cy are constants which may only depend on d, d*, and . This completes

the proof. O

With Lemma H.5 established, we are now ready to derive the convergence rate for ve-
locity matching under the manifold hypothesis. The following theorem is the manifold
counterpart of Theorem 3.10.

Theorem H.6 (Convergence rate for velocity matching under manifold hypothesis). Suppose
Assumptions 1 and 3 hold. Let T € (1/2,1). Set the hypothesis class 2 as a deep neural network
class, which is defined as

||b(t7x)||00 S Bman 1Og1/2 na
B=_Lbe N(L,S): ||0;b(t,z)||2 < Danlog”?n, y,
||Vb(ta x)”op S Gman
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where the Lipschitz control parameters Bman, Dman, and Gman are given in Lemma H.5 and depend
only on d, d*, and o. The depth and the number of non-zero weights of the neural network are given,

respectively, as L = C and S = Cn=5 . Then the following inequality holds
Es [£1(b)] < C’/QQ(T)n_d*iJr3 log? n,
where C' is a constant only depending on d, d* and o.

Proof of Theorem H.6. Under the manifold hypothesis, Lemma H.5 establishes that there ex-
ists a neural network class # with S = C N% *! nonzero weights such that infyc 5 Er (D) <
Ck?(T)R*N~2. By Lemma B.12, the VC-dimension satisfies VCdim(IT; %) < CN? *!log N.
Following the same proof strategy as Theorem 3.10 (Appendix E) and setting N = Cn#¥s
yields the desired result. U

Following the same line of reasoning, the manifold counterparts of Corollary 3.11, The-
orem 3.12, and Corollary 3.13 can be readily obtained by replacing d with d* in the corre-
sponding convergence rates. We omit these results here for brevity and proceed directly
to the analysis of the characteristic generator under the manifold hypothesis, for which we
require an approximation result for the manifold-structured flow map g*. The following
lemma parallels Lemma H.5.

Lemma H.7 (Approximation under manifold-structured flow). Let T" € (1/2,1) and R €
(1, +00). Suppose g* admits the decomposition in (H.9):

(H.12) g*(t,s,2) = Pg*(t,s, P x) +u(t,s)(Ig — PP")x,

az+o?fB2
e Ry Set

where P € R has orthonormal columns, g* satisfies Lemma H.3, and 1(t, s) :=

the hypothesis class ¢ as a deep neural network class, which is defined as

Hg(tv Sax)HOO < BﬁowRa maX{H&gHm H@ngQ} S DﬂOWR7}

— man man

9 = {gEN(L,S)

. IVg(t,s,2)]lop < GIW <t <s<T, zcR?

— man?’

where the depth and the number of nonzero weights of the neural network are given, respectively, as
L=CandS = CN¥*2 Then the following inequality holds for each N € Ny,

(H.13) inf Ryp(g) < CRPN2
geY
Using Lemma H.3, we have admissible choices for BAoY  Dow gnd Gllow g5 follows:

B = Vd(BiowVd* + tmax), Dty = 3Vd(By, + tmax)s  Ghomn = 3exp(G) + tmax
With tmax = max {||¢| g, ||Ost| oo, |Ost|| e } finite by Condition 1. And C' denotes a constant
may only depend on d*, d and o.

With Lemma H.7, we establish the convergence result for the characteristic generator
under the manifold hypothesis. This theorem is the manifold counterpart of Theorem 3.14,
demonstrating that the characteristic generator can achieve a convergence rate depending

on the intrinsic dimension d* rather than the ambient dimension d.
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Theorem H.8 (Error analysis for characteristic generator under manifold hypothesis). Sup-
pose Assumptions 1 and 3 hold. Under the same conditions as Theorem H.6. Further, set the
hypothesis class ¢ as a deep neural network class, which is defined as

lg(t,5,2)||loc < BIOW 10g!/2m,
10sg(t, s, 2)||2 < DI log"/2 m,

G =0geN(L,S): e

10eg(t, s,2)|]2 < DI 1og!/2m,

man

IVg(t,s,2)llop < Griay

— man

where the Lipschitz control parameters BAY Do " and Gow gre given in Lemma H.7 and depend

man’ man’ man

only on d, d*, and o. The depth and the number of non-zero weights of the neural network are given,
respectively, as L = C and S = Cma=3. Then it follows that

EsEx[D(g)] < C’/iz(T){n_d*iw log?n + I?KLQH} + C’{m_ﬁ log? m + loim}’

where the constant C only depends on d, d* and o. Furthermore, if the number of time steps K for

Euler method and the number of samples m for characteristic fitting satisfy

K > max {Cnd%”’aCfﬁ_Q(T)nfd*iﬁ}a m > C’/ﬁ_(d*+4)(T)n§*i§a

respectively, then the following inequality holds
EsEz [D(3)] < Ck*(T)n” 775 log?n.

Proof of Theorem H.8. Under the manifold hypothesis, Lemma H.7 establishes that there ex-
ists a neural network class 4 with S = CN%*2 nonzero weights such that inf,cq R7 r(g) <
Ck?(T)R*N~2. By Lemma B.12, the VC-dimension satisfies VCdim(I1;4) < CN? *2log N.
Following the same proof strategy as Theorem 3.14 (Appendix G) and setting N = Omaa
yields the desired result. O

Theorems H.6 and H.8 demonstrate that when the target distribution has a low dimen-
sional manifold structure, both the velocity matching and the characteristic generator can
achieve convergence rates that depend on the intrinsic dimension d* instead of the ambient
dimension d, thereby effectively mitigating the curse of dimensionality. Applying these
results to the analysis of linear interpolant and Follmer flow yields Corollaries 3.19 and 3.20

in the main text.

APPENDIX I. GENERALIZATION ERROR ANALYSIS FOR LEAST-SQUARES REGRESSION

In this section, we provide a generalization error analysis for nonparametric regression,
which is used in establishing oracle inequalities for velocity matching (Lemma E.1) and
characteristic fitting (Lemma G.2).

Let X C R? be a bounded domain, and let X € X be a random variable obeying the
probability distribution ;. Let f* : X — R be a measurable function. Define the population
L?(p)-risk for a function f : X — R as

RO) = 1 = 12 = Bxp[(F(X) = F7(X))2].
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Let D = {X(®}”_ be a set of i.i.d. copies of X ~ . Then define the empirical risk of f by

Ru(f) = L3000 - g2

The following lemma relates the population risk to its empirical counterpart.

Lemma L.1. Suppose that | f*(z)| < B for each x € X. Let .F be a set of functions mapping from

X to [-B, B]. Then it follows that for each n > VCdim(.%),
~ VCdim(.#

Ep [ sup R(f) - 2R, (f)] < Cp2nt?)
fesz n

nlog™ ’

where C'is an absolute constant.

This lemma provides a generalization error bound with fast rate via the technique of
the offset Rademacher complexity, which was first proposed by Liang et al. (2015). In
recent years, this technique has been applied to the convergence rate analysis for deep

nonparametric regression, such as (Duan et al., 2023, Lemma 14) and (Ding et al., 2024,
Lemma 4.1).

Proof of Lemma 1.1. We define an auxiliary function class
A = ha) = (f@) = ['@)*: [ e T}

It is apparent that 0 < h(z) < 4B? for each z € X and h € 7. Then it is easy to show that

Ep [?1612 R(f) — 2]%”(]?)} <Ep {hsgjpf]E[h(X)] - % gh(X(i))}
< B up B[00 - G?00] - L35 (G + )]

where we used the fact that h?(z) < 4B%h(x) for eachx € X and h € 7.

Let us introduce a ghost sample D’ = {X()/}?_, which is a set of 7 i.i.d. random copies
of X ~ . Here the ghost sample D’ is independent of D = { X172 . Tet & = {¢)17 | be
a set of i.i.d. Rademacher variables. Then replacing the expectation by the empirical mean
based on the ghost sample D’ yields

Bo| sup Ex [5h(X) = g (0] = 3 32 (GhOXO) + gt (X))
_ 1 - 3 1), 1 2 1), 1 - 3 g 1 2 3
= Eo| sup B[ 3 Sh(X0) = g (XON] = 232 (GrX9) + gh®(X )]
3 X2 ) ) 1 n )
, 3 Dy _ n 3y _ 25 @y 4 p2(x ()
< EpEp [5;2% o ;wx ) = h(XD) — oo ,;(h (XD 4 KX D))

3~ , .
= EpEpE = O (XD — p(x @Y —
DEvEe| sup 503 0K ) —h(XD) = g
3= (i , 1 & .
— E+~E 2 @O p(x @y R2(x®
oFe| sup 13 €O — g 3R]

=1
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where the inequality holds from Jensen’s inequality. Combining the above results, we have

1 & ,
5 2 ")

het TV iy i=1

~ ~ ~

(L) Ep|sup R(f) - 2Ru(])] SlEpﬁg[Sup‘*E:EO h(x ) -

fez

We next estimate the expectation in the right-hand side of (I.1). Let § € (0,4B2) and %
be a L>°(D) d-cover of ¢ satisfying |.75| = N (9, 7, L>°(D)). Then for each h € ., there
exists hs € 45 such that

x @y _ (i)
max h(XD) — hs(XD)] < 5.
Without loss of generality, we assume |hs(x)| < 4B? for each hs € #. Consequently, it
follows from Holder’s inequality that

1S 1 1< .
=N eOp(x@y - = Dhs(XD) < = R(XDY) — hy(X@)] < 6.
2 €O = SR On(x ) < 13 C1e (X)) <
By the same argument, it holds that
1 n n

) 1 )
INTR2(XO) 4+ 2 ST R2(X @) < 8 B2
n;h(X )+n;h5(X ) < 8B?.

With the help of the above two inequalities, we have

L &Ko)
[Sg?nzzlf 4BQn;h(X )]
LSy
(1.2) <Eg{h?1€a;>§7525 m;hé(x )| + 56.

Observe that {¢(hs(X#))}2_, is a set of n i.i.d. random variables with
—hs(X®) < Ohg(XD) < hs(XW), 1<i<n.

Then it follows Hoeffding’s inequality (Mohri et al., 2018, Theorem D.2) that

3 ) 1 n )
Pre {ﬁ S EOR(XD) >t 4 > r3(x D)}
=1 =1

—Pr5{25()h5 )>§+12B2Zh§ X}

=1 =1

n n i (2)
(2 + S S W3 (¢, X[Y))? <exp< mf)

(L.3) <exp (- 2SI 120, X ) T 18B2)

where the first inequality follows from Hoeffding’s inequality (Mohri et al., 2018, Theorem
D.2), and the second inequality is due to (a + b)?/b < 4a for eacha > 0Oand b € R. Asa
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consequence, for each A > 0,

1 & 4

By 3 36 )
:/0 Pre hlgleaj}‘éfZSl)h (X@) 432 Zh5 ) >t} dt
nA
sA+\%%|/T exp (— 0 Yt = A+ \%!exp(——lgm),

where the inequality is owing to (I.3). Letting A = 18 B? log |.#5|n" gives that

I &Koo (%) plog [ 5] + 1

It remains to estimate the covering number |.745| = N (6, 7, L°>°(D)). Noticing that

|h(x) = W (2)] = |(f(z) = f*(2))* = (f'(2) = f*(2))?| < 4B|f(z) - f'(2)],

we obtain that for n > VCdim(.%),

4eB?
65 7”L)7

where the first and last inequalities follows from Lemmas B.10 and B.11, respectively. Com-
bining (I.1), (1.2), (I.4) and (I.5), we have

Ep [?g}; R(f) — 2R, ( A)] < gr>1f(’) {3632 VCdi;n(ﬁf) log (46?271) + 5(5}.

(15)  logN(6, 5, L®(D)) < logN(%, F,L%(D)) < VCdim(F)log

Substituting § = 4B?/n into the above inequality completes the proof. O

Lemma I.2. Suppose that | f*(x)| < B foreach x € X. Let F be a set of functions mapping from X
to [~ B, B]. Let {cM}7_, be a set of independent o>-sub-Gaussian random variables. Then it follows
that for each n > VCdim(.%),

)

Eipq |- > cOF(X )] < JEwo[R(D] +C(B” + UQ)nlog(ln)
i=1

where C' is an absolute constant.
This proof uses a technique similar to the proof of (Schmidt-Hieber, 2020, Lemma 4).

Proof of Lemma 1.2. Leté € (0, B) and let.#;bea L>°(D) §-cover of F with |.Zs| = N (0, %, L>°(D)).
Then there exists ﬁg € s, such that
max |[f(X®) = f5(X0)] < 6.

1<i<n

Then it follows from Hoélder’s inequality that

(L6) B[ 2 eOFXD) ~ (X)) < 0Bep o[ Z @] < oo,
=1
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where we used the fact that {(V}7_, are a set of 0?-sub-Gaussian random variables. Addi-
tionally, according to the triangular inequality, we have

17) RY2(Fo) B < (- Z - Fxoy) <

Consequently, we have

n

B[, 28 FXD)] = B[ 3O (FXW) = Fi(XO) 4 (X D) = (X9

=1
< B[ 3O F(XD) — (X)) + 60
i=1
! S g o EOE(XD) — (X))
—Ep o | (RY? § L o
dateal (B0 ) B gy
< \/15 (B(b% [Ru(P)] + ) ELL [v2(F0)] + b0
18) < @) [RulP)] + 2B [ ()] + 36° + b0,

where (f5) is defined as

fa - (X9 4
Z 1/2 e
i=1 (f 5)
Here the first inequality follows from (1.6), the second inequality holds from (1.7), the third
inequality is due to Cauchy-Schwarz inequality, and the last inequality is owing to the
weighted AM-GM inequality ab < a/4 + b for each a,b € R.
Observe that for each fixed function f : R¢ — R, the random variable +(f) is sub-

Gaussian with variance proxy o2 conditioning on D = {X(?}7_ . Then it follows that
(19) E- [0 (J3)] < Ee| max *(f5)] < d0%(log | F5] +1).
We now estimate the covering number |.%;5| = N(§,.%, L>(D)). It follows from Lemma B.11

that for n > VCdim(.%),

B
(1.10) log N(6, 7, L(D)) < VCdim(F) log (- 5").
Combining (1.8), (I.9) and (I.10), and setting 6 = B/n complete the proof. (]

APPENDIX J. APPROXIMATION BY DEEP NEURAL NETWORKS WITH LipscHITZ CONSTRAINT

The approximation error analysis for deep neural networks has been investigated by Yarot-
sky (2017, 2018), Yarotsky and Zhevnerchuk (2020), Shen et al. (2019), Shen (2020), Lu et al.
(2021), Petersen and Voigtlaender (2018), Jiao et al. (2023a), Duan et al. (2022). However,
limited work has been done for deep neural networks with Lipschitz constraint Huang et al.
(2022), Chen et al. (2022), Jiao et al. (2023b), Ding et al. (2024).

This proof is based on the proof of (Yarotsky, 2017, Theorem 1). The ReLU activation
function is defined as ReLU(z) = max{0, 2}, and the ReQU activation function is defined
as the squared ReLU function ReQU(z) = (max{0, z})2.
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Lemma J.1. The maximum or minimum of two inputs can be implemented by a ReLU neural network
with 1 hidden layer and 7 non-zero parameters.

Proof of Lemma ].1. According to the equality ¢ = ReLU(a) — ReLU(—a), the identity map-
ping can be implemented by a ReLU neural network with 1 hidden layer and 4 non-zero
parameters. We also notice that

max{a, b} = a + ReLU(b — a) = ReLU(a) — ReLU(—a) + ReLU(b — a),

which means that the maximum of two inputs can be implemented by 7 non-zero parameters.
By a same argument, with the aid of equality min{a, b} = a — ReLU(a — b), we can obtain a
same result for the minimum of two inputs. This completes the proof. O

Lemma J.2. The product of two inputs can be implement by a ReQU neural network with 1 hidden
layer and 12 non-zero parameters.

Proof of Lemma ].2. According to (Li et al., 2019, Lemma 2.1), the following identities hold:
1
T1To = ng ReQU(wyz1 + wax2),

where wy = (1,-1,1,-1)T, wy = (1,-1,-1,1)T and w3 = (1,1, -1, —1)7, which completes
the proof. O

Lemma J.3. The product of p inputs can be implement by a ReQU neural network with [logy p]
hidden layers and 6(p + 1) non-zero parameters.

Proof of Lemma ].3. Define the augmented input vector (x1,...,2p, Tpt1,...,Tn) Where n =
2Mlog2rl and 2; = 1 for p+1 < i < n. Observe that [[7_, z; = [[",z;. According to
Lemma J.2, the mapping (z1,...,2,) — (z122,...,Zp—12,) € R™/2 can be implemented

by a ReQU neural network with 1 hidden layer and 6n non-zero parameters. By a same
argument, we can construct a ReQU neural network with 1 hidden layer and 3n non-zero
parameters, which maps (z122, ..., Zp—12y) t0 (T12223%4, . . ., Tn—3Tn—2Tn—1%y) € R™/4, By
induction on n, the number of layers is given as [log, p], and the total number of non-zero
parameters is given by

12 x (1424224 ... 4 2Mle2PI=1y < 6(p 4 1).
This completes the proof. U

Lemma J.4. The univariate trapezoid function

1, |z] <1,
J.1) P(z)=<2—12[, 1<z <2,
0, 2 < |z,

can be implement by a ReLU neural network with 3 hidden layers and 14 non-zero parameters.
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Proof of Lemma ].4. We first implement the following hat-function by ReLU neural network

~ 2_|Z|7 |Z’ §2a
U(z) =
0, 2 < |z|.

Noticing that ¢(z) = min{ReLU(z + 2), ReLU(—z + 2)}, by applying Lemma J.1, we find
that ¢/ can be implemented by a ReLU neural network with 2 hidden layers and 11 non-
zero parameters. Further, according to the equality ¢ (z) = min{1, ¥(2)}, the univariate
trapezoid function 1) can be implemented by a ReLU neural network with 3 hidden layers
and 14 non-zero parameters. This completes the proof. O

Lemma J.5 (Approximation error). Let p € N, and let { N} },_, be a set of positive integer. Set
the deep neural network class N(L, S) as L = [logy p| +3and S = (22p+6) [[h_, (Ni + 1). Then
for each u* € Wh°([0, 1]P), there exists a deep neural network u € N(L, S) such that

P

* 1 *
= || oo oapy < 27> E\\aku l| oo ()
=1

Further, it holds that the following holds for each 1 < k < p:
||U||Loo([0,1]p) = ||U*”Loo([0,1]P) and Haku”Loo([O,l}P) < 3H8kU*HL°<>([0,1}P)-

Proof of Lemma ].5. The proof is divided into three steps. In the first step, we approximate
the target function based on a partition of unity and the degree-0 Taylor expansion. Then we
implement this piece-wise linear function using deep neural network exactly in the second
step. Finally, in the last step, we estimate the Lipschitz constant of the deep neural network.
Step 1. Approximate the target function by a piecewise linear function.

Consider a partition of unity formed by a grid of [[V_;(N) + 1) functions ¢,, on the
domain [0, 1]7:

(J.2) Zqﬁm(a:) =1, x€]0,1]7,

where the multi-index m is defined as m = (my,...,m,)T with my € {0,..., Ni}, and the
function ¢y, is defined as the product

P
— _ Mk
(.3) Gml(w) = ;El Y (3N (= 5))-
Here 9 is the univariate trapezoid function defined as (J.1). It is noticeable that for each m,
J.4) sup [¢(2)] =1, sup [¢n(z)[ =1,
z€[0,1] z€[0,1]P
and
P LY
(:5) supp(m) € {w € (0,17 fon = | < oo 1 <k <p}.

Now define a piecewise linear approximation to u* by

(1.6) u(z) = Z%(a;)u*(%, o ﬁp)‘



84 DING, DUAN, JIAO, LI, YANG, AND ZHANG

Then it follows that
@) = (@) < 3 oo (w' @) = (T )
2
%, ..,ZZ)‘ {m:‘xk—ﬁ: _3Nk7 ke[p]}
< 2pmn%x u*(x) —u*(%,...,%)’ﬂ{mt ‘$k — 7‘ < 3N]€ ke [p]}
p
p
<2pmaxl;is€s[055p|aku (x)|(xk—%’:\n{ o k—f\_ N ke lp)}
P . 9
< 21?1;@;:[03’55‘(%11 (x)‘m,

where the first inequality follows from the triangular inequality, the second inequality is
due to (J.4) and (J.5), the third inequality used the observation that any x € [0, 1]” belongs
to the support of at most 2¢ functions ¢,,, the forth inequality used Taylor’s theorem of
degree-0, and the last inequality holds from Hoélder’s inequality. Consequently, we obtain
the following inequality

p

* 1 *
[ — u*|| Lo o,y < 28 kaﬂaku | Zoo ([0,1]7)
=1

Step 2. Implement the piecewise linear function by a deep neural network.

In this step, we implement the piececwise linear approximation (J.6) by a deep neural
network. Using Lemmas ].3 and ] .4, for each m, the function ¢,, defined as (J.3) can be
implemented by a deep neural network with [log, p| + 3 layers and 16p + 6(p+ 1) = 22p+6
non-zero parameters. Since u defined in (J.6) is a linear combination of [T;_, (N + 1)
functions ¢y, it can be implemented by a deep neural network with [log, p| + 3 layers and
(22p + 6) [T, _; (Nk + 1) non-zero parameters.

Step 3. Compute the Lipschitz constant of the deep neural network.

According to Step 2, the piecewise linear approximation u can be implemented by a deep
neural network with no error. Therefore, it suffices to compute the Lipschitz constant of u
in (J.6). Taking derivative on both sides of (J.6) with respect to =, yields

Ou(z) = %: u(% o %)amm(x)
_ ;u*(;’\z,...,E)Ak(m)aw(gzvk( o — %’:))

J.7) = ;u* (%, RN %)Ak(m)ak¢(3Nk<IEk - %:))]l{m : ’xk - %: < ?’2]\[]@}’
where the constant is given as
- T )= e = )

It is evident that 0 < Ay (m) < 1 foreach 1 < k < pand m.
We next estimate (J.7) in the following cases.
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(i) If there exists mj, € {1,..., Nj} such that |z} — %’E\ < T then
(M M T : LU
Oru(x) =u (Nl RS AR Np)Ak(m )8k¢<3Nk Tk Nk)) =0,
where m* = (my,...,m},...,m,)T.
(ii) If there exists m; € {1,..., Ny} such that %’z + ﬁ < < ]W\l[k + W then
(M e T . M
Oku(:v) =u (Nl yee ey Nk geeey Np)Ak(m )akw(st<xk: Nk))
mq my, + 1 my . oomp+1
+u* (Nl . Nk ,...,Np)Ak(m+)8k1/)(3Nk($k A ))
mi ml: mP *
= —3u ey, — A N,
(N1 7Nk7 ,Np) k(m) k
1 ml: + 1 mp *
3u . e, — A N,
* (Nl TN Np> e(m3 )N
o MLy gy
(L Ty (T )
< 3ess sup |Opu” ()],
z€[0,1]P
where m} = (mq,...,mp+1,..., my)7, the first inequality follows from the fact that
|Ax(m)| < 1, and the last inequality is due to Taylor s theorem
(i) If there exists m} € {1,..., Ni} such that ' —k — 53~ <@ < §* — 37, then by a same
argument, we have
my my, my o (T my —1 my
0 ey =, ) — U (. ey
ku(l’)_ ku<N17 7Nk;7 7Np) U(va ) Nk ) ?Np>‘
< 3ess sup |Opu” ()]
z€[0,1]P
Combining the three cases above, we obtain the following inequality
|Okull Loo([0,117) < BlIOkU™ | Lo (jo,1), 1<k <.
This completes the proof. O

We have investigated the approximation error of a target function on the hypercube [0, 1]*

general bounded domain [0, 7] x [~ R, R]%.

Corollary J.6. Let p € N, X = [[_;[ai, bi], and let { Ny}

in Lemma J.5. In the following corollary, we extend our analysis to target functions on

b_, be a set of positive integer. Set the

deep neural network class N(L,S) as L = [logyp| + 3 and S = (22p + 6) [T, (Nk + 1). Then

for each u* € Who°(X), there exists a deep neural network u € N (L, S) such that

. » P by —a
[ — || ooy <27
P

k .
[|Oku™ (| Loo ()

Further, it holds that for each 1 < k < p:

[l ooy = ULy and  [[Okull oo (x) < 3[|Oku™ || Loo ()
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Proof of Corollary ].6. We first define a variable transformation on u* € W1H°(X) as
¢ Whe(X) — Whee((0,1])
u*(z) = (pou™)(2) =u*(a+ (b—a)z)),
where (b — a)2’ = ((by, — ag)z),),_; € RP. Then it is noticeable that

(¢ o) = (bx — ay) ess sup Ou

/
ess sup | —=———(z')
833k reX 8.73k

x’€[0,1]P
Set the deep neural network class N(L, S) as L = [logy p]+3and S = (22p+6) [[h_; (Nx+1).
According to Lemma ].5, there exists a neural network u € N (L, S) such that
p *
[u(a’) — (ou)(a)| <27 ess sup a(qg(’,“)(x’)
Ly

k=1 xle[ovl]p

(2)].

1
N,

P bk — ag
(J-8) < 2P Z ess sup ‘

ou*
()
= Nk zex 10

9

and for each 1 < k < p, the following inequality holds:

u d(¢pou*) ou*

9 ess su 2')| < 3ess sup |——=———=(2')| = 3(b, — ay) ess su x)|.
0:9)  ess sup |0 (o")| < Sess sup | =55 @) = 80k — o) ess sup [ (a)
We next define the inverse transform on u € W1°([0, 1]?) as

¥ WE((0,1]P) — WH(X)
I p—
u(@) = (o u)(@) = u(3—).
where (' — a)/(b— a) = ((z}, — ax)/(bx, — a))r_; € RP. It follows from (].9) that
O(¢ ou) 1 w o, ou*
ess su T)| = ess su z')| < 3ess su )|,
x| Oy, ( )’ b — ay x/e[o,ulg 31‘2( )| < mexp‘axk( )’

foreach 1 < k£ < p. Then composing v on both sides of (J.8) yields the desired inequality. [

APrPENDIX K. DENOISER PARAMETERIZATION
In practice, we parameterize the network Dy(t, x) following Karras et al. (2022):
= Cski ) )
(Kl) Dg (t, 1,‘) C kip (t)x + Cout(t)Fg (Cnoise (t) cin(t)x)

where Fy is the neural network to be trained, cgip(t) scale the skip connection, cin(t) and
Cout(t) scale the input and output of Fjy, and cnoise(t) scales time ¢.
Now (4.1) becomes

(K2)  L(F)= / "ExEx, [w(t)lleaip(t) X + cout(t)F (cnoise(t), cin(t) X2) — 21 2] dt

H?] dt

X - Cskip (t)Xt
Cout(t)

:/01 ]EXOIEXl lw(t)cgut(t)HF(Cnoise(t)7cin<t)Xt) -

1
:/0 ]EXO]EZ {)\(t)HFpred - Ftarget”ﬂ de,

Xl_cskip(t)Xt

where A(t) = w(t)c3u(t), Fpred = F' (cnoise (t), cin(t) X¢) and Farget = —— 5
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Let o denote the standard deviation of 1;. We now design ¢, so that the spatial inputs of

F has unit variance.

Var(cin(t)z¢] = 1

Senlt) = | — = !
Y var[ Xy alo? + 37

We then design coyut S0 that the Fiarget has unit variance.

Var| cont(D) =1,
Scout(t) = 1/ Var[(1 — aycaip(t) X1 — cauip()Br2];
(K.3) @Cout(t) = \/(1 — Ot Cskip (t))202 + Cskip (t)2ﬁt2

We then design Cskip that minimizes cqyt so that the errors of F' are amplified as little as

2
possible. Let gf"k‘?‘((?) = (, we obtain
skip

—ay(1— Oftcskip(t))o'2 + /BtQCskip(t) =0,

at0'2

(K.4:) <:>Cskip (t) = m
We can check that (K.4) is indeed the minima of c,yt. Meanwhile, (K.3) yields
Bio

\ aio? + (7

We can then design w(t) so that A\(¢) = 1 uniformly on [0, 1].

Cout(t) =

I 04302 + 53
w(t) - 02 (t) - 202
out t

We conclude the form of coefficients in Table 8.

TabLE 8. Denoiser parameterization.

function requirements form

Cnoise (1) - free choice
¢in(t) Var[cin(t) X:] = 1 \/m
Cout(t) Vaur[iX1 _C‘:ﬁift()t)xt] =1 7\/(%
Cskip (t) %ﬁ(tt)) =0 a2(;t20f52
w(t) At) =1 agjﬁ

Now (K.2) can be used as the working denoiser matching loss.
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TaBLE 9. Hyperparameters.

MNIST CIFAR-10 CelebAHQ-256 CelebAHQ-512

encoder/decoder X X v v
number of GPUs 4 x A800 4 x A800 12 x A100 8 x A100
architecture DDPM++ DDPM++ DiT-B/2 DiT-XL/2
channel multiplier 32 128 - -
channels per resolution 1,2,2 1,2,2,2 - -
model size (GB) 0.02 0.5 0.25 1.3
optimizer RAdam  RAdam AdamW AdamW
learning rate le-3 le-4 le-4 le-4
LR ramp-up (Mimg) 0.5 0.5 10 10
EMA rate 0.999 0.9999 - -
EMA half-life (Mimg) - - 0.5 0.5
teacher duration (Mimg) 10 100 - -
student duration (Mimg) 2 2 100 15
batch size 1024 1024 192 128
stochastic interploants ~ Follmer  Follmer Linear Linear
global loss metric LPIPS'  LPIPS L? L?
adaptive weightning 2 v v X X
NFE of teacher (max) 19 19 2 2
dropout 0.1 0.1 0.13 0.13

AprPENDIX L. EXTRA EXPERIMENT DETAILS

This section reports the detailed settings of the experiments conducted on image datasets.
The details are shown in Table 9. In practice, when there is an available teacher network D,
we initialize Ds from the pre-trained D7, and then embed another temporal input into it to
construct the characteristic generator as Kim et al. (2024) did. For the choice of u in (4.8),
we apply a weighted random strategy which is more likely to choose a long range interval
[t, u] to ensure the precision of the teacher solver, as Kim et al. (2024) did. Inspired by Esser
et al. (2021), Kim et al. (2024), we adaptively balance the global characteristic matching loss
and the local denoiser matching loss on MNIST and CIFAR-10. We calculate FID in original
pixel space for MNIST, and in the feature space (dimension=2048) extracted by a pre-trained
Inceptionv3 network for other image datasets.

1Zhang et al. (2018)
ZEsser et al. (2021), Kim et al. (2024)
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AprPENDIX M. REMARKS ON TiME CONSUMPTION

For numerical experiments on the MNIST and CIFAR-10 dataset, a pre-trained denoiser
network (teacher model) is explicitly involved, to generate the reference trajectories, from
which the characteristic generator is distilled.

Take the CIFAR-10 dataset for example. The total time consumption is summarized
as follows: we first spend around 40 NVIDIA A800 hours during the pre-train stage of
the denoiser network. During the training of the characteristic generator, the maximum
number of steps to generate each reference trajectory is set to 19. On average, the reference
trajectory is generated on-the-fly with speed 0.007 sec per image. In total, the training time
of the characteristic generator is around 3 NVIDIA A800 hours, 38% of which is spent on
generating the reference trajectory from the teacher model.

For the CelebA 256 x 256 dataset, we first spend around 78 NVIDIA A800 hours during
the pre-train stage of the denoiser network. Then we use the pre-trained result from the
first stage as the source of parameter initialization and teacher model. The training time of
characteristic generator is around 480 NVIDIA A800 hours, around 45% of which are spent
on generating a reference trajectory, by evaluating the characteristic generator itself twice.

For the CelebA 512 x 512 dataset, there is no pre-training stage. The training time of
characteristic generator is around 480 NVIDIA A800 hours.

It is important to note that these training times are one-time offline costs. Once trained,
the characteristic generator can significantly reduce the number of function evaluations
(NFE) during inference. As demonstrated in Table 5 of Section 4.2, traditional sampling
methods for diffusion models require hundreds or thousands of NFE: DDPM requires 1000
NFE, DDIM requires 100 NFE, and Score SDE requires 2000 NFE to achieve their reported
FID scores. In contrast, our characteristic generator achieves competitive performance with
substantially fewer NFE. For instance, CG achieves FID of 4.59 with only NFE=1, and FID of
2.83 with NFE=4, which is already comparable to Score SDE (FID=2.20) that requires 2000
NEFE. This demonstrates that our approach enables significantly faster inference by reducing
the number of function evaluations by orders of magnitude. Thus, the offline training cost

is an one-time investment that enables efficient inference once and for all.

AprPENDIX N. ComMPARISON WITH CONSISTENCY TRAJECTORY MODELS

In this section, we discuss the implementation details compared with the Consistency
Trajectory Models (CTM) (Kim et al., 2024).

N.1. Similarities.

e Our work and the CTM share similar neural network initialization strategy (from a
pre-trained teacher model, if any).

e On MNIST and CIFAR-10, where the teacher and student model are two different
networks, our work and CTM shares similar strategies for generating reference solu-
tions from the teacher model: running some ODE solver on the given time interval,
with a threshold on the maximum number of steps allowed.
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e Also on MNIST and CIFAR-10, we and CTM both use the Learned Perceptual Image
Patch Similarity (LPIPS) metric instead of L?-norm to measure distance in the feature
space instead of in the original pixel space (Zhang et al., 2018). We also share similar
loss balance techniques to balance between the global loss and the local loss.

N.2. Differences.

e We extend the distillation framework to the latent space on CelebAHQ-256 and
CelebA-512, significantly reducing the training and generating cost, while CTM only
experiments on the original pixel space. We also manage to shift from the U-Net
architecture to the DiT architecture.

e On CelebAHQ), We extend the distillation framework to self-distillation, and offer
a candidate design for the self-guided teacher model, which takes only 2 NFE to
generate a reference solution, while CTM still needs dozens of NFEs. Under this
setting, the training process of our proposed method would be significantly faster
than CTM.

e The incorporation of GAN contributes a lot to the low FID of CTM, but we find it
introduces extra training instability and requires some manual tuning. Our work is
more like a clean and minimal template for the distillation-based diffusion models,
and the experiments results indicates that our implementation works well enough
and could be easily adapted to downstream tasks. We believe that less is more when
it comes to high-level framework.

AprPENDIX O. ComPARISONS BETWEEN ONE-STEP EULER AND CHARACTERISTIC (GENERATOR

e Error bound for one-step Euler generation. Recall the error bound for the Euler
sampling in Theorem III.11:

logn }

Error of Euler < CﬁQ(T){n_ﬁ log?n + 72
Euler

where Kgyjer is the number of step of the Euler sampling. One-step Euler generation

means Kguer = 1, thus
Error of one-step Euler < CrY(T) {n_ﬁ log? n + log n}

The error is dominated by the large logn term, and does not converge even for
sufficiently large number of samples n. This large inherent error from using a single,
coarse step explains the poor image quality seen in Figure 4.

e Error bound for one-step characteristic generation. The characteristic generator is
fundamentally different. It is a one-step model that is trained to approximate the
result of a high-quality, multi-step numerical sampler. In the characteristic learning,
the generator are learned from the trajectories generated using an Euler sampler with
K steps. Recall the error bound for the characteristic generator in Theorem II1.13:

logn} + C’{mfﬁ log? m + logm}.

2
Error of CG < Ck%(T){n~ @3 log?n +
(1) 8 n+ 15 o
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In practical, we can choose sufficiently large Kcq. As a result, the final error of the
one-step CG is dominated by the sample complexity terms:
Error of CG < C/<;2(T)n_di+3 log?n + Cm~ @ log? m,

which converge to zero as the dataset sizes (n and m) increase.

In essence, the CG distills the knowledge of a precise, multi-step solver into a fast, single-step
network. Our theory correctly predicts that its error should be much lower than that of a
naive one-step Euler sampler, which aligns perfectly with our empirical findings in Figure 4.
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